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Fig. 1. Left: INTEGRAL LCs of V404 in four spectral domains (a larger version of the plot including all energy ranges is available as Fig. 4).
Right: 20–40 keV count rate (top), and 3–13/20–40 keV softness ratio (SR, bottom). The dashed horizontal line corresponds to 1 Crab (20–40 keV).
MJD 57 193 is 2015 June 20.

(e.g. Mooley et al. 2015; Munoz-Darias et al. 2015; Ferrigno
et al. 2015; Motta et al. 2015; Tetarenko et al. 2015a,b; Tsubono
et al. 2015). We triggered our INTEGRAL ToO program to ob-
tain quasi-continuous coverage in X/γ-rays and in the optical
V band. The first detection of multiple flares exceeding 30 Crab
in 20–40 keV and possible correlated flaring in the V band were
reported in Rodriguez et al. (2015a) and Domingo et al. (2015).

Our observations caught the source during the most intense
and variable phase of this new outburst. Here, we first give the
details of the observations and data reduction (Sect. 2). We then
focus on the flaring behaviour at high energies (Sect. 3), which
we compare to the activity in the optical V band (Sect. 4). A pre-
liminary phenomenological spectral characterization of different
intensity intervals is presented in Sect. 5. We discuss our results
and compare V404 to other microquasars in Sect. 6.

2. Observations and data reduction

Our ToO program (Fig. 1) covered MJD 57 193.66–57 198.17
(2015-06-20 15:50 UTC to 2015-06-25 4:05 UTC), that is,
INTEGRAL revolutions 1555 (continuous coverage) and 1556
(two periods). The data of all the INTEGRAL instruments (see
Winkler et al. 2003, and references therein for all instrumental
details) were reduced with the Off line Scientific Analysis (OSA)
v10.1 software suite, with the latest calibration files available at
the time of writing.

Images and 100 s binned light curves (LC) from the Joint
European X-ray Monitors (JEM-X) and the Imager on Board the
INTEGRAL Satellite (IBIS) were produced in two bands (3–13,
and 13–30 keV) for JEM-X unit 1, and in four bands (20–40,
40–80, 80–150, and 150–300 keV) for the IBIS Soft Gamma-
Ray Imager (ISGRI).

The event data of the Spectrometer on INTEGRAL (SPI)
were fitted with models for the celestial sources and instrumen-
tal background following standard reduction processes. The 20–
100 keV LC of V404 as well as the other sources in the field
were obtained in bins of 400 s. Background models were built
based on the pre-flaring data of a representative empty sky re-
gion, adjusting the normalization coefficient per hour (see, e.g.,
Strong et al. 2005, for a more general description of the method).

As source intensity and hardness vary strongly on short time-
scales, we extracted luminosity/hardness dependent JEM-X,
ISGRI, and SPI spectra over specific time intervals of clean

data. The spectra from the same time intervals were jointly fit-
ted within XSPEC v12.8.2. Since the instruments’ responses
are possibly different for the high intensities observed, only
phenomenological spectral fits are presented, and the fit results
should be viewed with some caution.

The INTEGRAL/Optical Monitoring Camera (OMC) fluxes
and magnitudes were derived from a photometric aperture of
3 × 3 pixels (1 pix.= 17.504′′), slightly circularized, that is, re-
moving one quarter pixel from each corner (standard output from
OSA). The photometric aperture was centred on the source co-
ordinates (default centroid algorithm) and did not include any
significant contribution from other objects. We removed mea-
surements with a severe problem flag, and, to restrict the noise,
only measurements of 50 and 200 s duration were considered.

3. Model-independent description of the flaring
Multi-wavelength LCs of V404 from the V band up to γ-rays are
highly structured with several large flares separated by calmer
periods seen in all bands (Fig. 1, and see also Fig. 4 for a plot
with all energy ranges). In the following, count rates (CR) are
given in the ISGRI 20–40 keV range. When the source CR in-
creased above ∼150–200 cts/s, an intense X-ray flare system-
atically followed. In the following, we thus set 1 Crab1 as the
typical limit between the off-flare and flaring intervals. We iden-
tified 18 main events, that is, peaks that reached at least 6 Crab
(labelled with Roman numerals2 in Fig. 1, their main character-
istics are given in Table 1), with 11 exceeding 20 Crab during
our observations. Flares IV, XI, and XIII are the brightest we ob-
served, reaching 43 Crab. The flares occurred isolated (e.g. III,
IV, VI) as well as in groups with peak-to-peak intervals as short
as 22 min (Va, Vb) The flares lasted 0.4–2.4 h, except for peaks
IV and XIII. The former shows a rather broad profile and has
multiple peaks. This event lasted 4.8 h in total and is the longest
flare of our observation. The latter reached about 40 Crab. The
peak itself lasted about 1.5 h, but was preceded by a ∼3 h long,
3 Crab plateau seen only above 13 keV. It was followed by flares
XIV and XV, which show decreasing peak values.

1 The ISGRI/20–40 keV CR of the Crab is 165 cts/s ⇔ F20−40 keV =
8 × 10−9 erg/cm2/s for a power-law spectrum with Γ = 2.1 and a nor-
malization of 10 ph/cm−2/s at 1 keV.
2 V and XII contain two distinct events that are hardly distinguishable
in Fig. 1. They appear under the same label in Fig. 1 (to keep it clear),
and are named with a/b sub-labels in the text and Table 1.
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Fig. 2a – l.One example light curve and CD
from each of the 12 classes described in the
text. The light curves have a 1s bin size, and
the CDs correspond to the same points. The
class name and the observation number are
indicated on each panel.

quiet, high-variable and oscillating parts described in Bel-
loni et al. (1997a). In the CD, a C-shaped distribution is
evident, with the lower-right branch slightly detached from
the rest, and corresponding to the low count rate intervals
(typically a few hundred seconds long).

• class κ Very similar to the previous class are observations in
class λ. The timing structure, as shown by Belloni et al.
(1997b), is the same, only with shorter typical time scales
(Fig. 2o,p). In the CD, an additional cloud between the two
branches is visible (see Belloni et al. 1997b).

• class ρ Taam et al. (1997) and Vilhu & Nevalainen
(1998) presented extremely regular RXTE light curves of
GRS 1915+105, consisting of quasi-periodic ‘flares’ recur-
ring on a time scale of 1 to 2 minutes. There are differences
in the observations presented by these authors, and for this
reason we separate them in two classes. The first, class ρ
(Fig. 2q,r), is extremely regular in the light curve, and in the
CD it presents a loop-like behavior (described as ring-like

in Vilhu & Nevalainen 1998, where data with lower time
resolution were considered).

• class ν There are two main differences between observations
in this class and those of class ρ. The first is that they are
considerably more irregular in the light curve, and at times
they show a long quiet interval, where the source moves to
the right part of the CD (see Fig. 2s,t). The second is that, at
1s time resolution, they show more structure in the profile
of the ‘flares’, notably a secondary peak after the main one
(see Fig. 17b).

• class α Light curves of observation intervals of class α show
long (∼1000 s) quiet periods, where the count rate is below
10000 cts/s, followed by a strong (>20000 cts/s) flare and
a few 100s of seconds of oscillations(see Fig. 2u,v). The
oscillations start at a time scale of a few dozen seconds and
become progressively longer. This pattern repeats in a very
regular way. In the CD, the quiet periods result in elongated
clouds, the oscillations in small rings (not clearly visible
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in Fig. 2v) like those of classes ρ and ν, and the flare as a
curved trail of soft (low HR2) points (Fig. 2u).

• class β This class shows complex behavior in the light curves,
some of which can be seen within other classes. What iden-
tifies class β however, is the presence in the CD of a char-
acteristic straight elongated branch stretching diagonally.

The number of the classes presented above could be reduced,
given the strong similarities between them, but our goal is not
to have as few classes as possible, but to give as comprehensive
a description of the source behavior as possible, in order to look
for basic ‘states’ of the source. For this purpose, defining a rela-
tively large number of classes means we are being conservative
in order not to overlook important details in source behavior.
All observation intervals in the sample considered for this work
are covered by this classification, but it is quite possible that
future observations would require yet other classes. Some of
our observation intervals can be seen as boundary cases be-
tween two classes. Therefore, our classification is not intended
to exhaustively list mutually exclusive modes of behavior for

GRS 1915+105 as: (i) transitions between some classes exist,
(ii) a smaller number of classes would probably be sufficient to
describe our observations, and (iii) more classes probably exist.
The point of our work will instead be to demonstrate that this
very complex behavior in fact follows a few very simple “uni-
versal laws”. Summarizing, in Fig. 3 we show a histogram with
the “occupation times” of the different classes in our sample.
Noice that class χ is by far the most common.

3.2. Classes λ, κ and θ: the basic states

Twoobservations representing classesλ andκ, I-38-00 (Interval
#3) andK-33-00 (Interval #2) respectively (notice the shortened
naming convention, explained in the caption to Table 1), have
already been presented by Belloni et al. (1997a,b). For a better
understanding of what follows, we will briefly summarize their
main result, restated using the terminology that we will use
throughout the rest of thiswork.Let us startwith examining class
λ. The total light curve, the CD and the HID are shown in Fig. 4.
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GRS 1915+105 as: (i) transitions between some classes exist,
(ii) a smaller number of classes would probably be sufficient to
describe our observations, and (iii) more classes probably exist.
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A Short QPO* Primer
*quasi-periodic oscillation

Task: find characteristic time scales in this light curve!

The Astrophysical Journal Letters, 754:L23 (6pp), 2012 August 1 Altamirano & Strohmayer
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Figure 3. 10 s binned RXTE light curves (2–60 keV) of the three orbits in which we detect the mHz QPOs. Panels A and B correspond to two orbits in observation
95368-01-01-00. Panel C corresponds to the single orbit observation 96425-01-01-00.

basis using Lomb–Scargle periodograms (Lomb 1976; Scargle
1982; Press et al. 1992).

To study subsecond variability, we constructed Leahy-
normalized power spectra per RXTE observation. No back-
ground or dead-time corrections were made prior to their cal-
culation. We subtracted a predicted dead-time modified Poisson
noise spectrum estimated from the power at frequencies higher
than 1500 Hz, where neither intrinsic noise nor QPOs are known
to be present, using the method developed by Klein-Wolt (2004).
The resulting power spectra were converted to squared fractional
rms amplitude (van der Klis 1995).

3. RESULTS

We visually inspected each 1 s light curve and each of the
Lomb–Scargle periodograms from PCA data and consistently
find clear evidence of mHz QPOs at ∼11 mHz in the two

observations 95368-01-01-00 (MJD 55417.24, two orbits start-
ing on 2010 August 9 at 16:05 UT, averaged periodogram peaks
at ∼11.4 mHz) and 96425-01-01-00 (MJD 55663.67, single or-
bit on 2011 April 12 at 6:45 UT, averaged periodogram peaks at
∼11.1 mHz). The light curves are shown in Figure 3. For these
two observations, we calculated power spectra using 512 s data
segments. The left panels of Figure 4 show the clear ∼11 mHz
peak in both cases. Their averaged quality factor Q is as high
as ∼100 in the 2010 observation, but also as low as ∼10 in
the 2011 observation. The average fractional rms amplitude in
the 2–60 keV is 3.1% ± 0.4%. Insets in Figure 4 show the
11 mHz QPO amplitude-energy dependence. In the 2010 obser-
vation, the rms amplitude does not vary with energy, while in
the 2011 observation, it first increases and then shows evidence
of a decrease with energy. However, the increase is only moder-
ate (<1% rms) as compared with other QPO variability, which

3
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The human brain is awesome  
at pattern recognition



Corollary: the human brain is prone to 
overfitting* + see spurious patterns

(awesome for survival, 
less awesome for science)

*see: pareidolia
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QPO*s are not always visible!
*quasi-periodic oscillation

Lachowicz+Done, 2010

XTE J1550-564



The Fourier Transform is Your Friend
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The Fourier Transform is Your Friend
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An Example: X-ray Binaries

The Astrophysical Journal Letters, 754:L23 (6pp), 2012 August 1 Altamirano & Strohmayer
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Figure 3. 10 s binned RXTE light curves (2–60 keV) of the three orbits in which we detect the mHz QPOs. Panels A and B correspond to two orbits in observation
95368-01-01-00. Panel C corresponds to the single orbit observation 96425-01-01-00.
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of a decrease with energy. However, the increase is only moder-
ate (<1% rms) as compared with other QPO variability, which
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generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 3. 10 s binned RXTE light curves (2–60 keV) of the three orbits in which we detect the mHz QPOs. Panels A and B correspond to two orbits in observation
95368-01-01-00. Panel C corresponds to the single orbit observation 96425-01-01-00.

basis using Lomb–Scargle periodograms (Lomb 1976; Scargle
1982; Press et al. 1992).

To study subsecond variability, we constructed Leahy-
normalized power spectra per RXTE observation. No back-
ground or dead-time corrections were made prior to their cal-
culation. We subtracted a predicted dead-time modified Poisson
noise spectrum estimated from the power at frequencies higher
than 1500 Hz, where neither intrinsic noise nor QPOs are known
to be present, using the method developed by Klein-Wolt (2004).
The resulting power spectra were converted to squared fractional
rms amplitude (van der Klis 1995).

3. RESULTS

We visually inspected each 1 s light curve and each of the
Lomb–Scargle periodograms from PCA data and consistently
find clear evidence of mHz QPOs at ∼11 mHz in the two

observations 95368-01-01-00 (MJD 55417.24, two orbits start-
ing on 2010 August 9 at 16:05 UT, averaged periodogram peaks
at ∼11.4 mHz) and 96425-01-01-00 (MJD 55663.67, single or-
bit on 2011 April 12 at 6:45 UT, averaged periodogram peaks at
∼11.1 mHz). The light curves are shown in Figure 3. For these
two observations, we calculated power spectra using 512 s data
segments. The left panels of Figure 4 show the clear ∼11 mHz
peak in both cases. Their averaged quality factor Q is as high
as ∼100 in the 2010 observation, but also as low as ∼10 in
the 2011 observation. The average fractional rms amplitude in
the 2–60 keV is 3.1% ± 0.4%. Insets in Figure 4 show the
11 mHz QPO amplitude-energy dependence. In the 2010 obser-
vation, the rms amplitude does not vary with energy, while in
the 2011 observation, it first increases and then shows evidence
of a decrease with energy. However, the increase is only moder-
ate (<1% rms) as compared with other QPO variability, which
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generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 3. 10 s binned RXTE light curves (2–60 keV) of the three orbits in which we detect the mHz QPOs. Panels A and B correspond to two orbits in observation
95368-01-01-00. Panel C corresponds to the single orbit observation 96425-01-01-00.

basis using Lomb–Scargle periodograms (Lomb 1976; Scargle
1982; Press et al. 1992).

To study subsecond variability, we constructed Leahy-
normalized power spectra per RXTE observation. No back-
ground or dead-time corrections were made prior to their cal-
culation. We subtracted a predicted dead-time modified Poisson
noise spectrum estimated from the power at frequencies higher
than 1500 Hz, where neither intrinsic noise nor QPOs are known
to be present, using the method developed by Klein-Wolt (2004).
The resulting power spectra were converted to squared fractional
rms amplitude (van der Klis 1995).

3. RESULTS

We visually inspected each 1 s light curve and each of the
Lomb–Scargle periodograms from PCA data and consistently
find clear evidence of mHz QPOs at ∼11 mHz in the two

observations 95368-01-01-00 (MJD 55417.24, two orbits start-
ing on 2010 August 9 at 16:05 UT, averaged periodogram peaks
at ∼11.4 mHz) and 96425-01-01-00 (MJD 55663.67, single or-
bit on 2011 April 12 at 6:45 UT, averaged periodogram peaks at
∼11.1 mHz). The light curves are shown in Figure 3. For these
two observations, we calculated power spectra using 512 s data
segments. The left panels of Figure 4 show the clear ∼11 mHz
peak in both cases. Their averaged quality factor Q is as high
as ∼100 in the 2010 observation, but also as low as ∼10 in
the 2011 observation. The average fractional rms amplitude in
the 2–60 keV is 3.1% ± 0.4%. Insets in Figure 4 show the
11 mHz QPO amplitude-energy dependence. In the 2010 obser-
vation, the rms amplitude does not vary with energy, while in
the 2011 observation, it first increases and then shows evidence
of a decrease with energy. However, the increase is only moder-
ate (<1% rms) as compared with other QPO variability, which
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Figure 4. Left: average power spectra of the two RXTE observations where we detect the mHz QPOs. In the upper panel (2010 observation) the Type C QPOs are at
0.919 ± 0.001 Hz and 1.852 ± 0.001 Hz while in the lower panel (2011 observation) they are at 0.424 ± 0.003 Hz and 0.856 ± 0.004 Hz. Their quality factors (Q)
are 13.0 ± 0.5, 10.0 ± 0.6, 11 ± 2, and 9 ± 1, and their fractional rms amplitudes are 11.9 ± 0.2%, 9.4 ± 0.2%, 10.7 ± 0.4%, and 10.9 ± 0.5%, respectively. The
inset panels show the fractional rms amplitude vs. energy for the 11 mHz QPOs. Right: comparison power spectra without mHz QPOs but at similar spectral state (see
Figure 2 and Section 3). The vertical dotted lines drawn at 12.5 mHz and 1 Hz are shown to guide the eye.

generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 4. Left: average power spectra of the two RXTE observations where we detect the mHz QPOs. In the upper panel (2010 observation) the Type C QPOs are at
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Figure 2 and Section 3). The vertical dotted lines drawn at 12.5 mHz and 1 Hz are shown to guide the eye.

generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 4. Left: average power spectra of the two RXTE observations where we detect the mHz QPOs. In the upper panel (2010 observation) the Type C QPOs are at
0.919 ± 0.001 Hz and 1.852 ± 0.001 Hz while in the lower panel (2011 observation) they are at 0.424 ± 0.003 Hz and 0.856 ± 0.004 Hz. Their quality factors (Q)
are 13.0 ± 0.5, 10.0 ± 0.6, 11 ± 2, and 9 ± 1, and their fractional rms amplitudes are 11.9 ± 0.2%, 9.4 ± 0.2%, 10.7 ± 0.4%, and 10.9 ± 0.5%, respectively. The
inset panels show the fractional rms amplitude vs. energy for the 11 mHz QPOs. Right: comparison power spectra without mHz QPOs but at similar spectral state (see
Figure 2 and Section 3). The vertical dotted lines drawn at 12.5 mHz and 1 Hz are shown to guide the eye.

generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 4. Left: average power spectra of the two RXTE observations where we detect the mHz QPOs. In the upper panel (2010 observation) the Type C QPOs are at
0.919 ± 0.001 Hz and 1.852 ± 0.001 Hz while in the lower panel (2011 observation) they are at 0.424 ± 0.003 Hz and 0.856 ± 0.004 Hz. Their quality factors (Q)
are 13.0 ± 0.5, 10.0 ± 0.6, 11 ± 2, and 9 ± 1, and their fractional rms amplitudes are 11.9 ± 0.2%, 9.4 ± 0.2%, 10.7 ± 0.4%, and 10.9 ± 0.5%, respectively. The
inset panels show the fractional rms amplitude vs. energy for the 11 mHz QPOs. Right: comparison power spectra without mHz QPOs but at similar spectral state (see
Figure 2 and Section 3). The vertical dotted lines drawn at 12.5 mHz and 1 Hz are shown to guide the eye.

generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 4. Left: average power spectra of the two RXTE observations where we detect the mHz QPOs. In the upper panel (2010 observation) the Type C QPOs are at
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generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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Figure 4. Left: average power spectra of the two RXTE observations where we detect the mHz QPOs. In the upper panel (2010 observation) the Type C QPOs are at
0.919 ± 0.001 Hz and 1.852 ± 0.001 Hz while in the lower panel (2011 observation) they are at 0.424 ± 0.003 Hz and 0.856 ± 0.004 Hz. Their quality factors (Q)
are 13.0 ± 0.5, 10.0 ± 0.6, 11 ± 2, and 9 ± 1, and their fractional rms amplitudes are 11.9 ± 0.2%, 9.4 ± 0.2%, 10.7 ± 0.4%, and 10.9 ± 0.5%, respectively. The
inset panels show the fractional rms amplitude vs. energy for the 11 mHz QPOs. Right: comparison power spectra without mHz QPOs but at similar spectral state (see
Figure 2 and Section 3). The vertical dotted lines drawn at 12.5 mHz and 1 Hz are shown to guide the eye.

generally shows a more substantial increase with energy (e.g.,
Casella et al. 2004).

The power spectra in Figure 4 also show the typical Type
C QPOs on top of strong (∼30% rms amplitude) broadband
noise. Although the frequency of the mHz QPOs is similar in
both observations, the frequency of the Type C QPOs differs
by a factor of ∼2. We compared the overall power spectra
produced using data from different phases of the 11 mHz QPO,
but found no significant changes, implying that the mechanisms
that produce the mHz and Type C QPOs are not closely related.

Figures 1 and 2 show that the mHz QPOs were detected during
observations at the beginning of the last two outbursts, i.e., of

the 2010 and 2011 outbursts. These last two outbursts show
very similar tracks in the HID, and the mHz QPOs appear at a
very similar hard color. However, other observations at similar
intensity and hard color do not show evidence of mHz QPOs.
For comparison, the right panels of Figure 4 show the power
spectra of the observations closest in the HID to those where
we detected the mHz QPOs (marked with arrows in the inset of
Figure 2).

Visual inspection of the Swift/XRT data revealed no evidence
of mHz QPOs. No Swift–RXTE simultaneous observations are
available when the mHz QPOs were detected. Swift observations
occurred approximately two days before and five days after the
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But Fermi/GBM detects  
predominantly bursts!
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2.2 Variability Analysis Methods

It should be noted, however, that this test only rejects the null hypothesis, it does
not directly give evidence for the alternative hypothesis, i.e. the hypothesis we test the
null hypothesis against, to be true. As we will explain in more detail in this section, a
faulty assumption for the noise model may well produce significant detections which
are, in fact, due to a noise process we have not taken into account appropriately.
Conversely, a power that does not exceed the maximum simulated power may still be
a significant signal, if the maximum simulated power is a rare event.

Note that the probability derived from the Monte Carlo simulations must be
subjected to a correction for the number of frequencies and bursts searched (the
number of trials, also called Bonferroni correction or “look-elsewhere e↵ect”), since
for a large number of frequencies and light curves searched, we would expect a number
of outliers that would otherwise be counted as (spurious) detections.

The Monte Carlo method outlined above is versatile and powerful, but it has
limitations. The most important limitation comes from our lack of knowledge of the
underpinning physical processes producing the observed light curve. Only if the null
hypothesis accurately reflects the data — apart from the (quasi-)periodic signal for
which we would like to test — is the test meaningful. If important e↵ects that distort
either shape or distribution of the powers are missed, then the predictions made will
not be accurate, leading to either spurious detections or real signals not being found.
More often than not, especially in the case of short magnetar bursts, we do not have
complete information about the emission mechanism.
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Figure 2.1: Fermi /GBM observation of burst 0808234785 from SGR J0501+4516; left: light curve
with a time resolution of 0.001 seconds. Structure in the burst profile and tail is clearly visible. Right:
Periodogram of the burst light curve shows flat Poisson noise at high frequencies, and an excess of power
over the Poisson level at low frequencies, owing to the complex shape of the light curve.

27

Huppenkothen et al (2013)



Willem van de Velde the Younger, “The Gust”

2.2 Variability Analysis Methods

It should be noted, however, that this test only rejects the null hypothesis, it does
not directly give evidence for the alternative hypothesis, i.e. the hypothesis we test the
null hypothesis against, to be true. As we will explain in more detail in this section, a
faulty assumption for the noise model may well produce significant detections which
are, in fact, due to a noise process we have not taken into account appropriately.
Conversely, a power that does not exceed the maximum simulated power may still be
a significant signal, if the maximum simulated power is a rare event.

Note that the probability derived from the Monte Carlo simulations must be
subjected to a correction for the number of frequencies and bursts searched (the
number of trials, also called Bonferroni correction or “look-elsewhere e↵ect”), since
for a large number of frequencies and light curves searched, we would expect a number
of outliers that would otherwise be counted as (spurious) detections.

The Monte Carlo method outlined above is versatile and powerful, but it has
limitations. The most important limitation comes from our lack of knowledge of the
underpinning physical processes producing the observed light curve. Only if the null
hypothesis accurately reflects the data — apart from the (quasi-)periodic signal for
which we would like to test — is the test meaningful. If important e↵ects that distort
either shape or distribution of the powers are missed, then the predictions made will
not be accurate, leading to either spurious detections or real signals not being found.
More often than not, especially in the case of short magnetar bursts, we do not have
complete information about the emission mechanism.

1.0 1.5 2.0 2.5 3.0 3.5
log10 (Frequency) [Hz]

�6

�5

�4

�3

�2

�1

0

lo
g 1

0
(V

ar
ia

nc
e-

no
rm

al
is

ed
p
ow

er
)

Figure 2.1: Fermi /GBM observation of burst 0808234785 from SGR J0501+4516; left: light curve
with a time resolution of 0.001 seconds. Structure in the burst profile and tail is clearly visible. Right:
Periodogram of the burst light curve shows flat Poisson noise at high frequencies, and an excess of power
over the Poisson level at low frequencies, owing to the complex shape of the light curve.
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Figure 2.1: Fermi /GBM observation of burst 0808234785 from SGR J0501+4516; left: light curve
with a time resolution of 0.001 seconds. Structure in the burst profile and tail is clearly visible. Right:
Periodogram of the burst light curve shows flat Poisson noise at high frequencies, and an excess of power
over the Poisson level at low frequencies, owing to the complex shape of the light curve.
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Figure 2.1: Fermi /GBM observation of burst 0808234785 from SGR J0501+4516; left: light curve
with a time resolution of 0.001 seconds. Structure in the burst profile and tail is clearly visible. Right:
Periodogram of the burst light curve shows flat Poisson noise at high frequencies, and an excess of power
over the Poisson level at low frequencies, owing to the complex shape of the light curve.
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Figure 2.1: Fermi /GBM observation of burst 0808234785 from SGR J0501+4516; left: light curve
with a time resolution of 0.001 seconds. Structure in the burst profile and tail is clearly visible. Right:
Periodogram of the burst light curve shows flat Poisson noise at high frequencies, and an excess of power
over the Poisson level at low frequencies, owing to the complex shape of the light curve.
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Figure 2.1: Fermi /GBM observation of burst 0808234785 from SGR J0501+4516; left: light curve
with a time resolution of 0.001 seconds. Structure in the burst profile and tail is clearly visible. Right:
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Possible Solutions Are Model Dependent

A Bayesian test for periodic signals in red noise 313

Figure 2. Pairwise marginal posterior distributions for the parameters of H 1: α = power-law index, β = normalization (in power density units at 1 Hz,
i.e. [rms/mean]2 Hz−1), γ (Poisson noise level in power density units, [rms/mean]2 Hz−1), δ(bend frequency in Hz). The parameters β and δ are shown on
a logarithmic scale. The lower left panels show the contours evaluated using all 75 000 posterior simulations, and the upper left panels show some of the
simulated posterior data (for clarity only 1000 points are shown).

Figure 3. RE J1034+396 data and model (H1) computed at the posterior
mode. The data are shown as the histogram and the model is shown with
the smooth curve. The lower panel shows the data/model residuals on a
logarithmic scale. See Gierliński et al. (2008) for details of the observation.

which may be due to additional power from a QPO. We there-
fore calculate the posterior predictive distributions of the two test
statistics TR and TSSE and compared these to the observed values
(T obs

R = 18.41 and T obs
SSE = 542.3). The posterior predictive dis-

tributions of these two statistics, derived from 5000 simulations,
are shown in Fig. 4. Both these statistics give moderately low p-
values (pR = 0.035 and pSSE = 0.025), indicating there is room
for improvement in the model and that the largest outlier is indeed
rather unusual under H1. This may indicate the presence of power
from a QPO or some other deficiency in the continuum model. Very
similar results were obtained after repeating the posterior predic-
tive p-value calculations with a variant of H1 in which the low-
frequency index (at f ≪ δ) is fixed at 0 rather than −1, indicating
that the p-values are not very sensitive to this aspect of the continuum
model.

Gierliński et al. (2008) split the time series into two segments
and focused their analysis on the second of these, for which the
periodogram residual was largest and concentrated in one frequency
bin only. The division of the data into segments is based on a

Figure 4. Posterior predictive distributions of the TR and TSSE statistics under H1 for the RE J1034+396 data. The observed value of each is shown with a
vertical line.
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Figure 5(b) shows the positive, the absolute value of the
negative, and the total magnetic flux profiles within the selected
box in the HMI magnetogram. We can see the considerable
amount of flux emergence of opposite polarities. The vertical
line shows the peak time of the flare. The new flux emergence
and shear motion both may be responsible for the flare trigger.
On the other hand, we do not observe noticeable flux
cancellation at the flare site. New flux emergence within the

existing AR and the rotation of the opposite polarity sunspots
(forming “anemone” loops) are most likely evidence of the
emergence of a twisted flux rope from under the photosphere
(Fan 2009) and was found to be associated with flares/CMEs
(e.g., Kumar et al. 2013b).
Figures 5(c) and (d) display the AIA 171 Å and Hinode X-ray

telescope (XRT) (Golub et al. 2007) images of the AR
before the flare. The AIA 171 Å channel samples cooler loops

Figure 3. (a–c) Distance–time plots of the intensity distribution (base difference and running difference, i.e., BD and RD) along the hot loop (red curve, panel (a)). (d)
AIA 94 Å base difference (mean) intensity plot extracted from the rectangular box (marked by blue). The start time is ∼03:38 UT. The blue dashed line is a cubic
polynomial trend; the best fitted (de-trended) light curve is the thick red curve. The estimated periods of the oscillation and decay time are 409 and 1121 s, respectively.

(An animation of this figure is available.)
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e.g. Kumar et al (2015)

also: wavelets

R:           http://www.star.le.ac.uk/sav2/index.html 
Python: https://github.com/dhuppenkothen/BayesPSD 

    https://github.com/dhuppenkothen/stingray 
    (spring 2016)
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footpoints of a loop system during a C-class flare which
occurred at one of the footpoints of the loop system. The
longitudinal wave was observed only in the hot-temperature
AIA channels, i.e., 131 and 94 Å (at the temperature in the
range of 8–10MK), thus consistent with the SUMER hot loop
oscillations and with their interpretation as a slow-mode wave.

Quasi-periodic pulsations (QPPs) are often observed during
solar flares (with the periods ranging from a fraction of a
second to several minutes) at different wavelengths, i.e., X-ray,
EUV, gamma-rays, and radio (Aschwanden 2004; Nakariakov
& Melnikov 2009; Nakariakov et al. 2010). Similar oscillations
are also detected in stellar flares (Mathioudakis et al. 2003;
Pandey & Srivastava 2009; Anfinogentov et al. 2013). Several
mechanisms have been proposed to explain the QPPs in the
hard X-ray and radio wavelengths. For example, a model of
bursty magnetic reconnection demonstrates the formation and
coalescence of multiple plasmoids during the tearing-mode
instability at the flaring current sheet (Kliem et al. 2000).
Tearing of current sheet and coalescence of multiple plasmoids
during magnetic reconnection can modulate particle accelera-
tion observed in the radio and hard X-ray channels. Bidirec-
tional plasmoids are generally observed during the bursty
magnetic reconnection that generates a QPP of a few seconds in
the form of radio drifting pulsating structures (Bárta et al. 2008;
Kumar & Cho 2013). The loop–loop interaction model (Tajima
et al. 1987) has also shown the generation of QPPs (in radio
and hard X-ray) by coalescence or interaction of current-
carrying loops (Kumar et al. 2010).

In addition, MHD waves can also trigger the periodic
reconnection, therefore causing the repeated acceleration of
non-thermal particles, resulting in QPPs observed in the radio,
EUV, and X-ray wavelengths. Ning et al. (2004) reported the
bursts of explosive events with a period of 3–5 minutes, similar
to the period of chromosphere and transition region oscilla-
tions. They suggested that the periodic reconnection could be
triggered by a compressive or torsional Alfvén wave. Doyle
et al. (2006) reported repetitive explosive events at a coronal
hole boundary with a period of 3–5 minutes and interpreted
them in terms of kink-mode of the flux-tube. Chen & Priest
(2006)modeled the explosive events and showed that the slow-
mode wave can trigger the periodic reconnection. A model
based on an external fast-magnetoacoustic oscillation, proposed
by Nakariakov et al. (2006), shows that a transverse oscillation
of a coronal loop situated near the magnetic reconnection site
could periodically trigger flaring energy releases and hence
produce QPPs. Repeated reflection of the slow-mode wave
from the footpoints of the arcade loops can generate a QPP
observed in a two ribbon flare (Nakariakov & Zimovets 2011).
Although there are so many theoretical mechanisms to explain
the QPPs, the exact mechanism should be investigated by
analyzing high-resolution multi-wavelength observations.

In this paper, we analyze a rare event that shows almost
simultaneous short period (202 s) and long period (409 s)
decaying oscillations in the X-ray and EUV channels, observed
by the Fermi Gamma-ray Burst Monitor (GBM) and SDO/AIA
during a C-class flare on 2013 July 20. This paper includes
high-resolution observations from the SDO/AIA and Hinode,
which are different from SUMER hot loop observations
obtained off-limb at a fixed slit position without the
information about the magnetic field configuration. The
magnetic configuration of the flare site revealed flux emer-
gence, showing a fan-spine topology with a null-point at the

boundary of a active region (AR) NOAA 11793. In Section 2,
we present the observations and results. In the last section, we
summarize and discuss the results.

2. OBSERVATIONS AND RESULTS

The AIA (Lemen et al. 2012) on board the SDO (Pesnell
et al. 2012) acquires full disk images of the Sun (field of view
∼1.3 :R ) with a spatial resolution of 1″.5 (0″.6 pixel−1) and a
cadence of 12 s, in 10 EUV and UV channels. This study utilizes
171 Å (Fe IX, T≈ 0.7 MK), 94 Å (Fe XVIII, T≈ 6.3MK),
131 Å (Fe VIII, Fe XXI, Fe XXIII, i.e., 0.4, 10, 16MK, respectively),
304 Å (He II, T≈ 0.05MK), and 1600 Å (C IV + continuum,
T≈ 0.01 MK) images. We also used Heliospheric and Magnetic
Imager (HMI) magnetograms (Schou et al. 2012) to investigate
the magnetic configuration of the AR.
The AR NOAA 11793 was located near the disk center

(N21W02) on 2013 July 20, showing a βγδ magnetic
configuration. The decaying oscillation reported here was
observed during a C2.1 class flare. The flare was triggered at
the edge of the AR, where an anemone or fan shaped loops
emerged within the preexisting AR. The flare started at
∼03:34 UT, peaked at ∼03:38 UT, and ended at ∼03:44 UT.

2.1. Decaying Oscillation

Figure 1(a) displays the Fermi GBM light curve in the
6–12 keV channel, and the GOES soft X-ray profile (red) in the
1–8 Å channel. The Fermi GBM light curve shows a clear
decaying oscillation for a duration of ∼10 minutes. The
oscillation was not observed in the higher energy channels
(>12 keV). To extract the oscillation profile, we detrended the

Figure 1. (a) Fermi GBM flux profile of the flare in the 6–12 keV channel, and
GOES soft X-ray flux profile (red, log scale) in the 1–8 Å channel. (b) A cubic
polynomial function (blue curve) is used to detrend the light curve (linear
scale). (c) The red curve shows the best fitted decaying sine function.
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advantage: can image the sun!

footpoints of a loop system during a C-class flare which
occurred at one of the footpoints of the loop system. The
longitudinal wave was observed only in the hot-temperature
AIA channels, i.e., 131 and 94 Å (at the temperature in the
range of 8–10MK), thus consistent with the SUMER hot loop
oscillations and with their interpretation as a slow-mode wave.

Quasi-periodic pulsations (QPPs) are often observed during
solar flares (with the periods ranging from a fraction of a
second to several minutes) at different wavelengths, i.e., X-ray,
EUV, gamma-rays, and radio (Aschwanden 2004; Nakariakov
& Melnikov 2009; Nakariakov et al. 2010). Similar oscillations
are also detected in stellar flares (Mathioudakis et al. 2003;
Pandey & Srivastava 2009; Anfinogentov et al. 2013). Several
mechanisms have been proposed to explain the QPPs in the
hard X-ray and radio wavelengths. For example, a model of
bursty magnetic reconnection demonstrates the formation and
coalescence of multiple plasmoids during the tearing-mode
instability at the flaring current sheet (Kliem et al. 2000).
Tearing of current sheet and coalescence of multiple plasmoids
during magnetic reconnection can modulate particle accelera-
tion observed in the radio and hard X-ray channels. Bidirec-
tional plasmoids are generally observed during the bursty
magnetic reconnection that generates a QPP of a few seconds in
the form of radio drifting pulsating structures (Bárta et al. 2008;
Kumar & Cho 2013). The loop–loop interaction model (Tajima
et al. 1987) has also shown the generation of QPPs (in radio
and hard X-ray) by coalescence or interaction of current-
carrying loops (Kumar et al. 2010).

In addition, MHD waves can also trigger the periodic
reconnection, therefore causing the repeated acceleration of
non-thermal particles, resulting in QPPs observed in the radio,
EUV, and X-ray wavelengths. Ning et al. (2004) reported the
bursts of explosive events with a period of 3–5 minutes, similar
to the period of chromosphere and transition region oscilla-
tions. They suggested that the periodic reconnection could be
triggered by a compressive or torsional Alfvén wave. Doyle
et al. (2006) reported repetitive explosive events at a coronal
hole boundary with a period of 3–5 minutes and interpreted
them in terms of kink-mode of the flux-tube. Chen & Priest
(2006)modeled the explosive events and showed that the slow-
mode wave can trigger the periodic reconnection. A model
based on an external fast-magnetoacoustic oscillation, proposed
by Nakariakov et al. (2006), shows that a transverse oscillation
of a coronal loop situated near the magnetic reconnection site
could periodically trigger flaring energy releases and hence
produce QPPs. Repeated reflection of the slow-mode wave
from the footpoints of the arcade loops can generate a QPP
observed in a two ribbon flare (Nakariakov & Zimovets 2011).
Although there are so many theoretical mechanisms to explain
the QPPs, the exact mechanism should be investigated by
analyzing high-resolution multi-wavelength observations.

In this paper, we analyze a rare event that shows almost
simultaneous short period (202 s) and long period (409 s)
decaying oscillations in the X-ray and EUV channels, observed
by the Fermi Gamma-ray Burst Monitor (GBM) and SDO/AIA
during a C-class flare on 2013 July 20. This paper includes
high-resolution observations from the SDO/AIA and Hinode,
which are different from SUMER hot loop observations
obtained off-limb at a fixed slit position without the
information about the magnetic field configuration. The
magnetic configuration of the flare site revealed flux emer-
gence, showing a fan-spine topology with a null-point at the

boundary of a active region (AR) NOAA 11793. In Section 2,
we present the observations and results. In the last section, we
summarize and discuss the results.

2. OBSERVATIONS AND RESULTS

The AIA (Lemen et al. 2012) on board the SDO (Pesnell
et al. 2012) acquires full disk images of the Sun (field of view
∼1.3 :R ) with a spatial resolution of 1″.5 (0″.6 pixel−1) and a
cadence of 12 s, in 10 EUV and UV channels. This study utilizes
171 Å (Fe IX, T≈ 0.7 MK), 94 Å (Fe XVIII, T≈ 6.3MK),
131 Å (Fe VIII, Fe XXI, Fe XXIII, i.e., 0.4, 10, 16MK, respectively),
304 Å (He II, T≈ 0.05MK), and 1600 Å (C IV + continuum,
T≈ 0.01 MK) images. We also used Heliospheric and Magnetic
Imager (HMI) magnetograms (Schou et al. 2012) to investigate
the magnetic configuration of the AR.
The AR NOAA 11793 was located near the disk center

(N21W02) on 2013 July 20, showing a βγδ magnetic
configuration. The decaying oscillation reported here was
observed during a C2.1 class flare. The flare was triggered at
the edge of the AR, where an anemone or fan shaped loops
emerged within the preexisting AR. The flare started at
∼03:34 UT, peaked at ∼03:38 UT, and ended at ∼03:44 UT.

2.1. Decaying Oscillation

Figure 1(a) displays the Fermi GBM light curve in the
6–12 keV channel, and the GOES soft X-ray profile (red) in the
1–8 Å channel. The Fermi GBM light curve shows a clear
decaying oscillation for a duration of ∼10 minutes. The
oscillation was not observed in the higher energy channels
(>12 keV). To extract the oscillation profile, we detrended the

Figure 1. (a) Fermi GBM flux profile of the flare in the 6–12 keV channel, and
GOES soft X-ray flux profile (red, log scale) in the 1–8 Å channel. (b) A cubic
polynomial function (blue curve) is used to detrend the light curve (linear
scale). (c) The red curve shows the best fitted decaying sine function.
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blue continuum image of the emerging small region. P1, P2,
N1, and N2 are the positive and negative polarity sunspots. The
main spot P1 emerged about one day before the flare onset,
which showed continuous counterclockwise rotation. Later P2,
N1, and N2 emerged around P1. Initially P1 emerged as a pore

(without penumbra) one day before, and later, right-handed
twisted penumbral filaments were observed before the flare.
This indicates the accumulation of the twist by rotation of P1
and the formation of twisted a polarity inversion line (PIL)
after the emergence of P2, N1, and N2.

Figure 2. (a–d) SDO/AIA 131 Å images during the flare that occurred at one of the footpoints of the arcade loops. HMI magnetogram contours of positive (red) and
negative (blue) polarities are overlaid on AIA 131 Å image in the first panel. The contour levels are ± 400, ± 800, and ± 1600 Gauss. F1 and F2 represent the
footpoints of the hot arcade loops. The flare was triggered at footpoint F1. The dashed red curve shows the semi-circular fit to the loop system. (e–f) DEM peak
temperature maps derived from near simultaneously AIA six channel intensity images. The mean and maximum value of DEM peak temperature within the box region
are 6.4 MK and 15.8 MK, respectively.
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Table 1
Hard X-Ray Summary (Averaged over the Peak 03:39:40–03:41:00 UT)

Temperature 21 MK
Emission measure 0.6 × 1049 cm−3

Electron rate >17 keV 30 × 1035 s−1

Spectral index δ 5.5
Electron energy 8.5 × 1030 erg
Peak electron energy rate 1.1 × 1029 erg s−1

2.5. HXR, SXR, and EUV Pulsations

The oscillations of the large-scale EUV loops during and
after their contraction is an obvious feature of this event, with
oscillation periods around two to five minutes, and a detailed
analysis will be presented elsewhere (A. J. B. Russell et al., in
preparation). There are also shorter-period pulsations present,
originating in hotter plasmas closer to the flare core. These are
present in GOES data as well as spatially integrated AIA data.
The GOES time derivatives shown in Figure 8(a) reflect the
Neupert behavior (Neupert 1968) in this event, but also enhances
the visibility of oscillatory behavior at these SXR temperatures.
These become apparent after the end of the HXR impulsive
phase, at 03:42 UT, in the form of at least five quasi-periodic
pulses about one minute. These quasi-periodic pulses are not so
visible in the RHESSI HXR data, but they are clearly seen in
Fermi GBM light curves (see Figure 8(a)). We believe that this
reflects the presence of the RHESSI attenuators, automatically
deployed in major flares. This reduces the SXR response
relative to that of Fermi, which has no such attenuators. Similar
oscillations are observed in the derivative light curves of 94 and
335 Å AIA channels (Figure 8(b); the 131 Å channel saturates
during the impulsive phase), and this mass of observational
material makes it clear that large portions of the entire active-
region volume have been set into persistent and semi-regular
motions.

3. DISCUSSION

3.1. Energetics of the Event

Using instantaneous values for the EM and T derived from
GOES (Figure 6), we calculated the total thermal energy
content4 given by

Eth = 3kBT
√

EM × V , (1)

as well as its derivative with respect to time, which is the rate of
increase of the thermal energy. The radiative (Equation (2)) and
conductive (Equation (3)) loss rates are

Lrad = 6 × 10−22 EM
(

T

105

)1/2

(2)

and
Lcond = 4 × 10−6T 7/2L−1A, (3)

using standard formulae (e.g., Tandberg-Hanssen & Emslie
2009).

To estimate the volume in Equation (1), we obtained the
coronal source area at the 50% level of the RHESSI 10–20 keV
maps, in 46 intervals during the main impulsive phase, and
then took V = A

3/2
th . The average value ⟨V (t)⟩ was determined,

4 All formulae are quoted in CGS units.
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Figure 8. Oscillations of the flaring loop system, the vertical lines roughly
indicate the 60 s pulsations. (a) Normalized GOES time derivative, Fermi
GBM count rate at 54 keV, NoRP 9.4 GHz; (b) normalized time derivatives
of the spatially integrated AIA maps over the flaring region at 94 Å and 335 Å;
(c) time derivatives of the temperature and emission measure from GOES.
(A color version of this figure is available in the online journal.)

giving ⟨V (t)⟩ ! V = 1 × 1029 cm3. We use the radiative
loss rate calculation implemented in the solar software GOES
routines with parameters derived from the GOES observations.
For the conductive loss rate, we have to estimate the loop area
and length. The area is obtained by selecting footpoint sources
above 60% of maximum (to resolve individual footpoints) on the
RHESSI 25–45 keV map at the peak at 03:40:06 UT. This gives
A ≈ 4.5 × 1018 cm2. The lower limit to the loop length is L ≈
8×109 cm, estimated from the AIA 94 Å projected loop lengths.
The final values that we arrive at are Eth ≈ 0.9 × 1030 erg,
Lrad ≈ 7×1026 ergs−1, and Lcond ≈ 4×1028 erg s−1, averaged
over the peak (03:39:40–03:41:00 UT). During this interval, the
average net increase of thermal energy is ≈1.6 × 1028 erg s−1.
Using the value of the (dominant) conductive energy loss rate
implies that energy input must be ≈6 × 1028 erg s−1 during this
peak.

Considering now the energy budget of the main burst, the
thermal energy from GOES before the flare (set by the smaller
M-flares before the main event) is 7×1030 erg (at 03:38 UT) and
1.4 × 1031 erg after the HXR peak (at 03:48 UT), giving a net
increase of Enet ≈ 7 × 1030 erg. So, integrating the energy
losses by radiation and conduction over the 10 minutes of
the main burst (03:38–03:48 UT), we have 5 × 1029 erg and
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Figure 5. Spatial morphology of the flare at three time intervals: rise phase (first column), after the peak (second column), and in the decay phase of the second burst
(third column). (a)–(c) AIA 94 Å images overlaid with 1600 Å contours; (d)–(f) HXR 10–20 keV and 25–45 keV maps (integrated over 12 s) over 1600 Å ribbons;
(g)–(i) NoRH 17 GHz I and V contours over HMI magnetograms (scaled between −2000 and 2000 G).
(A color version of this figure is available in the online journal.)

release, into visible forms, with an implosion of the magnetic
structure that had contained that energy.

2.3. UV/EUV Ribbons and Coronal Loops

The ribbon/footpoint structures represent the site of the dom-
inant impulsive-phase energy release, and so their association
with the development of the coronal implosion provides a guide
to the mechanisms of energy transport and dissipation.

Figures 5(a)–(c) show the isocontours of EUV images taken
by SDO/AIA at 1600 Å that reveal two highly sheared ribbons,
almost orthogonal to each other, instead of the more usual quasi-

parallel configuration. The ribbons are located on opposite sides
of the PIL and extend along it. Several bright kernels flash along
the ribbons during the impulsive phase. The ribbons appear to
be connected by the coronal magnetic field, as seen in images
at the higher-temperature EUV wavelengths (Figures 5(a)–(c)).
The chromospheric ribbons (1600 Å) shift in position during the
flare, as the hot coronal loops (94 Å) expand, forming post-flare
hot loops which decrease somewhat in apparent shear, though
their final state is still highly sheared. These flaring coronal
loops connecting the two magnetic domains around the flare
can also be seen in the 171, 193, 211, and 335 Å images.
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Figure 1. Configuration of active region NOAA 11429 at 03:35 UT, before the
flaring activity, as seen by the SDO/AIA 171 Å filter, overlaid by contours of the
photospheric line-of-sight magnetic field by SDO/HMI at the same time (the
contour levels are indicated on the figure), with a well-defined polarity inversion
line (PIL). The white line indicates the slit taken to create the time–position
diagram (see Figure 2), and the arrows point to the four collapsing bundles of
loops (L1 to L4).

(An animation and a color version of this figure are available in the online
journal.)

2.2. Coronal Implosion

In Figure 1, we show the position of a visible set of loops
before the main impulsive phase of the flare. The group of
large-scale loops, as seen at 171 Å (also seen in 131, 193, and
211 Å) and rooted in strong-field parts of the flaring region,
rapidly contract during the impulsive phase of the flare. We can
identify at least four loops (or narrow bundles of loops) marked
L1 to L4, from greater to smaller distance from the active region
(AR) core. A slit 153 pixels long (≈92′′) and 3 pixels wide
(≈2′′) was taken across the group of contracting coronal loops
(see Figure 1) and the time evolution of the intensity in AIA

171 Å images at the four locations along this slit is plotted in
Figure 2(a). This time–position diagram shows the development
of the EUV features: a pre-flare quiet period revealing a slow
expansion of the EUV features, followed by a faster expansion
after the two smaller flares (M1.8 at 03:27 UT and M2.1 at
03:34 UT), and a main contraction phase which includes the
beginning of the oscillation phase. The three outer loops show
evident oscillations even as they contract, with distinct periods
and phases (Figure 2(b)). It is not possible to tell from the
data if the inner set L4 oscillates after the contraction. The
onset and duration of the intense EUV emission below 10 Mm
in Figure 2(b) agrees in time with the flare impulsive phase,
which continues (as shown by HXR and microwave emission,
as discussed later) throughout the main contraction of loops at all
heights. Each loop set seems to contract at a different projected
speed of approximately 90, 43, 107, and 29 km s−1 (for loops
L1 to L4; see Figure 2(b)). The L1 motion appears not only to be
related to the general contraction, but also to the CME launch:
a rapid expansion of the outer loops L1 prior to the time marked
“contraction phase” in Figure 2(a) is evident, and thereafter they
seemingly try to return to their original positions. Moreover, the
coronal dimming coinciding with the passage of the EUV wave
and CME launch is also clear.

The loops at different heights do not start to contract at the
same time, showing evident delays of 60–80 s. The difference
between initial and final projected heights of the loop sets are
13, 12, 20, and 6 Mm, from L1 to L4, respectively. Higher/
longer loops show longer periods of oscillation, and loops that
undergo greater displacements also contract faster, although a
relationship between projected height and contracting speeds
cannot be identified from these data.

The movie representations of the AIA images show a global
wave, roughly concentric with the core of the active region,
which we illustrate with the snapshot in Figure 3 at 171 Å (also
seen in 193 and 211 Å). The presence of a large-scale shock
disturbance, a reasonable interpretation of the EUV images, is
consistent with the reported occurrence of a meter-wave type II
burst in this event.

The onset of the contraction for loops L1 to L4 can be
reasonably well identified. As shown in Figure 4, it is clear that
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Figure 2. (a) Time–position diagrams for the slit in Figure 1, showing the pre-flare configuration, the quick expansion phase after the two preceding flares, and the
main collapse and oscillations phase. The coronal dimming after the passage of a EUV wave is clearly visible, as it is the expansion of the outer loop, which could be
related to the CME launch. (b) Same as the left-hand frame, zoomed in during the impulsive phase (white vertical dashed lines in the left frame), showing the average
speed of the initial implosion of four identified loops and the delay of the implosion onset with height.
(A color version of this figure is available in the online journal.)
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Table 1
Hard X-Ray Summary (Averaged over the Peak 03:39:40–03:41:00 UT)

Temperature 21 MK
Emission measure 0.6 × 1049 cm−3

Electron rate >17 keV 30 × 1035 s−1

Spectral index δ 5.5
Electron energy 8.5 × 1030 erg
Peak electron energy rate 1.1 × 1029 erg s−1

2.5. HXR, SXR, and EUV Pulsations

The oscillations of the large-scale EUV loops during and
after their contraction is an obvious feature of this event, with
oscillation periods around two to five minutes, and a detailed
analysis will be presented elsewhere (A. J. B. Russell et al., in
preparation). There are also shorter-period pulsations present,
originating in hotter plasmas closer to the flare core. These are
present in GOES data as well as spatially integrated AIA data.
The GOES time derivatives shown in Figure 8(a) reflect the
Neupert behavior (Neupert 1968) in this event, but also enhances
the visibility of oscillatory behavior at these SXR temperatures.
These become apparent after the end of the HXR impulsive
phase, at 03:42 UT, in the form of at least five quasi-periodic
pulses about one minute. These quasi-periodic pulses are not so
visible in the RHESSI HXR data, but they are clearly seen in
Fermi GBM light curves (see Figure 8(a)). We believe that this
reflects the presence of the RHESSI attenuators, automatically
deployed in major flares. This reduces the SXR response
relative to that of Fermi, which has no such attenuators. Similar
oscillations are observed in the derivative light curves of 94 and
335 Å AIA channels (Figure 8(b); the 131 Å channel saturates
during the impulsive phase), and this mass of observational
material makes it clear that large portions of the entire active-
region volume have been set into persistent and semi-regular
motions.

3. DISCUSSION

3.1. Energetics of the Event

Using instantaneous values for the EM and T derived from
GOES (Figure 6), we calculated the total thermal energy
content4 given by

Eth = 3kBT
√

EM × V , (1)

as well as its derivative with respect to time, which is the rate of
increase of the thermal energy. The radiative (Equation (2)) and
conductive (Equation (3)) loss rates are

Lrad = 6 × 10−22 EM
(

T

105

)1/2

(2)

and
Lcond = 4 × 10−6T 7/2L−1A, (3)

using standard formulae (e.g., Tandberg-Hanssen & Emslie
2009).

To estimate the volume in Equation (1), we obtained the
coronal source area at the 50% level of the RHESSI 10–20 keV
maps, in 46 intervals during the main impulsive phase, and
then took V = A

3/2
th . The average value ⟨V (t)⟩ was determined,

4 All formulae are quoted in CGS units.
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Figure 8. Oscillations of the flaring loop system, the vertical lines roughly
indicate the 60 s pulsations. (a) Normalized GOES time derivative, Fermi
GBM count rate at 54 keV, NoRP 9.4 GHz; (b) normalized time derivatives
of the spatially integrated AIA maps over the flaring region at 94 Å and 335 Å;
(c) time derivatives of the temperature and emission measure from GOES.
(A color version of this figure is available in the online journal.)

giving ⟨V (t)⟩ ! V = 1 × 1029 cm3. We use the radiative
loss rate calculation implemented in the solar software GOES
routines with parameters derived from the GOES observations.
For the conductive loss rate, we have to estimate the loop area
and length. The area is obtained by selecting footpoint sources
above 60% of maximum (to resolve individual footpoints) on the
RHESSI 25–45 keV map at the peak at 03:40:06 UT. This gives
A ≈ 4.5 × 1018 cm2. The lower limit to the loop length is L ≈
8×109 cm, estimated from the AIA 94 Å projected loop lengths.
The final values that we arrive at are Eth ≈ 0.9 × 1030 erg,
Lrad ≈ 7×1026 ergs−1, and Lcond ≈ 4×1028 erg s−1, averaged
over the peak (03:39:40–03:41:00 UT). During this interval, the
average net increase of thermal energy is ≈1.6 × 1028 erg s−1.
Using the value of the (dominant) conductive energy loss rate
implies that energy input must be ≈6 × 1028 erg s−1 during this
peak.

Considering now the energy budget of the main burst, the
thermal energy from GOES before the flare (set by the smaller
M-flares before the main event) is 7×1030 erg (at 03:38 UT) and
1.4 × 1031 erg after the HXR peak (at 03:48 UT), giving a net
increase of Enet ≈ 7 × 1030 erg. So, integrating the energy
losses by radiation and conduction over the 10 minutes of
the main burst (03:38–03:48 UT), we have 5 × 1029 erg and
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Figure 5. Spatial morphology of the flare at three time intervals: rise phase (first column), after the peak (second column), and in the decay phase of the second burst
(third column). (a)–(c) AIA 94 Å images overlaid with 1600 Å contours; (d)–(f) HXR 10–20 keV and 25–45 keV maps (integrated over 12 s) over 1600 Å ribbons;
(g)–(i) NoRH 17 GHz I and V contours over HMI magnetograms (scaled between −2000 and 2000 G).
(A color version of this figure is available in the online journal.)

release, into visible forms, with an implosion of the magnetic
structure that had contained that energy.

2.3. UV/EUV Ribbons and Coronal Loops

The ribbon/footpoint structures represent the site of the dom-
inant impulsive-phase energy release, and so their association
with the development of the coronal implosion provides a guide
to the mechanisms of energy transport and dissipation.

Figures 5(a)–(c) show the isocontours of EUV images taken
by SDO/AIA at 1600 Å that reveal two highly sheared ribbons,
almost orthogonal to each other, instead of the more usual quasi-

parallel configuration. The ribbons are located on opposite sides
of the PIL and extend along it. Several bright kernels flash along
the ribbons during the impulsive phase. The ribbons appear to
be connected by the coronal magnetic field, as seen in images
at the higher-temperature EUV wavelengths (Figures 5(a)–(c)).
The chromospheric ribbons (1600 Å) shift in position during the
flare, as the hot coronal loops (94 Å) expand, forming post-flare
hot loops which decrease somewhat in apparent shear, though
their final state is still highly sheared. These flaring coronal
loops connecting the two magnetic domains around the flare
can also be seen in the 171, 193, 211, and 335 Å images.
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Figure 1. Configuration of active region NOAA 11429 at 03:35 UT, before the
flaring activity, as seen by the SDO/AIA 171 Å filter, overlaid by contours of the
photospheric line-of-sight magnetic field by SDO/HMI at the same time (the
contour levels are indicated on the figure), with a well-defined polarity inversion
line (PIL). The white line indicates the slit taken to create the time–position
diagram (see Figure 2), and the arrows point to the four collapsing bundles of
loops (L1 to L4).

(An animation and a color version of this figure are available in the online
journal.)

2.2. Coronal Implosion

In Figure 1, we show the position of a visible set of loops
before the main impulsive phase of the flare. The group of
large-scale loops, as seen at 171 Å (also seen in 131, 193, and
211 Å) and rooted in strong-field parts of the flaring region,
rapidly contract during the impulsive phase of the flare. We can
identify at least four loops (or narrow bundles of loops) marked
L1 to L4, from greater to smaller distance from the active region
(AR) core. A slit 153 pixels long (≈92′′) and 3 pixels wide
(≈2′′) was taken across the group of contracting coronal loops
(see Figure 1) and the time evolution of the intensity in AIA

171 Å images at the four locations along this slit is plotted in
Figure 2(a). This time–position diagram shows the development
of the EUV features: a pre-flare quiet period revealing a slow
expansion of the EUV features, followed by a faster expansion
after the two smaller flares (M1.8 at 03:27 UT and M2.1 at
03:34 UT), and a main contraction phase which includes the
beginning of the oscillation phase. The three outer loops show
evident oscillations even as they contract, with distinct periods
and phases (Figure 2(b)). It is not possible to tell from the
data if the inner set L4 oscillates after the contraction. The
onset and duration of the intense EUV emission below 10 Mm
in Figure 2(b) agrees in time with the flare impulsive phase,
which continues (as shown by HXR and microwave emission,
as discussed later) throughout the main contraction of loops at all
heights. Each loop set seems to contract at a different projected
speed of approximately 90, 43, 107, and 29 km s−1 (for loops
L1 to L4; see Figure 2(b)). The L1 motion appears not only to be
related to the general contraction, but also to the CME launch:
a rapid expansion of the outer loops L1 prior to the time marked
“contraction phase” in Figure 2(a) is evident, and thereafter they
seemingly try to return to their original positions. Moreover, the
coronal dimming coinciding with the passage of the EUV wave
and CME launch is also clear.

The loops at different heights do not start to contract at the
same time, showing evident delays of 60–80 s. The difference
between initial and final projected heights of the loop sets are
13, 12, 20, and 6 Mm, from L1 to L4, respectively. Higher/
longer loops show longer periods of oscillation, and loops that
undergo greater displacements also contract faster, although a
relationship between projected height and contracting speeds
cannot be identified from these data.

The movie representations of the AIA images show a global
wave, roughly concentric with the core of the active region,
which we illustrate with the snapshot in Figure 3 at 171 Å (also
seen in 193 and 211 Å). The presence of a large-scale shock
disturbance, a reasonable interpretation of the EUV images, is
consistent with the reported occurrence of a meter-wave type II
burst in this event.

The onset of the contraction for loops L1 to L4 can be
reasonably well identified. As shown in Figure 4, it is clear that
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Figure 2. (a) Time–position diagrams for the slit in Figure 1, showing the pre-flare configuration, the quick expansion phase after the two preceding flares, and the
main collapse and oscillations phase. The coronal dimming after the passage of a EUV wave is clearly visible, as it is the expansion of the outer loop, which could be
related to the CME launch. (b) Same as the left-hand frame, zoomed in during the impulsive phase (white vertical dashed lines in the left frame), showing the average
speed of the initial implosion of four identified loops and the delay of the implosion onset with height.
(A color version of this figure is available in the online journal.)
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ABSTRACT

The nature of quasi-periodic pulsations (QPPs) in solar and stellar flares remains debated. Recent work has
shown that power-law-like Fourier power spectra are an intrinsic property of solar and stellar flare signals, a
property that many previous studies of this phenomenon have not accounted for. Hence a re-evaluation of the
existing interpretations and assumptions regarding QPPs is needed. We adopt a Bayesian method for investigating
this phenomenon, fully considering the Fourier power-law properties of flare signals. Using data from the
PROBA2/Large Yield Radiometer, Fermi/Gamma-ray Burst Monitor, Nobeyama Radioheliograph, and Yohkoh/
HXT instruments, we study a selection of flares from the literature identified as QPP events. Additionally, we
examine optical data from a recent stellar flare that appears to exhibit oscillatory properties. We find that, for all
but one event tested, an explicit oscillation is not required to explain the observations. Instead, the flare signals are
adequately described as a manifestation of a power law in the Fourier power spectrum. However, for the flare of
1998 May 8, strong evidence for an explicit oscillation with P ≈ 14–16 s is found in the 17 GHz radio data and
the 13–23 keV Yohkoh/HXT data. We conclude that, most likely, many previously analyzed events in the literature
may be similarly described by power laws in the flare Fourier power spectrum, without invoking a narrowband,
oscillatory component. Hence the prevalence of oscillatory signatures in solar and stellar flares may be less than
previously believed. The physical mechanism behind the appearance of the observed power laws is discussed.

Key words: stars: flare – stars: oscillations – Sun: corona – Sun: flares – Sun: oscillations – Sun: UV radiation –
Sun: X-rays, gamma-rays

1. INTRODUCTION

A common feature of solar flare emission is the appear-
ance of quasi-periodic pulsations (QPPs). Alternately known—
particularly in stellar and astrophysical contexts—as quasi-
periodic oscillations (QPOs), these phenomena have been
observed in a wide range of wavelengths over several decades
(see Nakariakov & Melnikov 2009, for a recent review). Al-
though not precisely defined in the literature, the term QPP is
most often used to describe variations in the flux from a flare or
other astrophysical object as a function of time, which appear
to include periodic components with characteristic timescales
ranging from one second up to several minutes, although shorter
(Tan & Tan 2012) and longer (Foullon et al. 2010) timescales
are sometimes studied. They are typically observed during the
impulsive phase of solar flares and have been observed over a
wide range of wavelengths, from radio waves and microwaves to
hard X-rays and gamma-rays. Similar signatures have also been
observed from stellar flares (e.g., Mathioudakis et al. 2006;
Kowalski et al. 2010). Since QPPs are directly linked to the
properties of the flare reconnection region and flare accelera-
tion sites, a full description of QPPs remains crucial for our
understanding of solar flares.

There are two main theories that are currently being pursued
as possible mechanisms for generating QPPs (see Nakariakov
& Melnikov 2009), both of which assume the presence of a
periodic driver. These are that the observed flux variations
are driven either by (1) magnetohydrodynamic (MHD) wave
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behavior in the corona and in flare sites, or are instead (2)
a result of a regime of periodic or bursty reconnection. As
a consequence, recent studies have focused on the assumed
periodic nature of QPPs; such studies are usually motivated
by the concept of searching for a periodic signal obscured by
random noise and long-term trends in the flare signal.

However, it has recently become clear (e.g., Gruber et al.
2011; Vaughan 2010) that flare time series are often dominated
by a power law in the Fourier domain, rather than random white
noise. In an astrophysical context this is often referred to as
“red noise.” Objects that are known to exhibit time series with
power-law-like behavior in the Fourier power spectrum include
XMM-Newton observations of Seyfert galaxies (Vaughan 2005,
2010), gamma-ray bursts (Cenko et al. 2010), active galactic
nuclei (McHardy et al. 2006), and magnetars (Huppenkothen
et al. 2013). The Fourier power spectra of all of these objects are
well-described using power-law models with a negative slope,
i.e., P (f ) ≈ f −α for α ! 0 where f is frequency. Strictly
speaking, “red noise” refers to a specific slope of the Fourier
power-law spectrum, α = 2, however, the term is often more
loosely used to refer to any power-law-dominated Fourier power
spectrum where α ! 0. The term “noise” in this context is also
something of a misnomer; the observed emission is not noise in
the conventional sense of detector noise or measurement error.
Rather, the power-law shape of the Fourier power spectrum is
an intrinsic property of the physical system and must, therefore,
be taken into account when examining for other effects such
as oscillations.

That solar flares exhibit Fourier power-law-like properties
has in fact been known for some time (e.g., Ryabov et al. 1997;
Aschwanden et al. 1998; Schwarz et al. 1998). Such proper-
ties are clearly present in the Fourier power spectra of RHESSI
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Table 1
Hard X-Ray Summary (Averaged over the Peak 03:39:40–03:41:00 UT)

Temperature 21 MK
Emission measure 0.6 × 1049 cm−3

Electron rate >17 keV 30 × 1035 s−1

Spectral index δ 5.5
Electron energy 8.5 × 1030 erg
Peak electron energy rate 1.1 × 1029 erg s−1

2.5. HXR, SXR, and EUV Pulsations

The oscillations of the large-scale EUV loops during and
after their contraction is an obvious feature of this event, with
oscillation periods around two to five minutes, and a detailed
analysis will be presented elsewhere (A. J. B. Russell et al., in
preparation). There are also shorter-period pulsations present,
originating in hotter plasmas closer to the flare core. These are
present in GOES data as well as spatially integrated AIA data.
The GOES time derivatives shown in Figure 8(a) reflect the
Neupert behavior (Neupert 1968) in this event, but also enhances
the visibility of oscillatory behavior at these SXR temperatures.
These become apparent after the end of the HXR impulsive
phase, at 03:42 UT, in the form of at least five quasi-periodic
pulses about one minute. These quasi-periodic pulses are not so
visible in the RHESSI HXR data, but they are clearly seen in
Fermi GBM light curves (see Figure 8(a)). We believe that this
reflects the presence of the RHESSI attenuators, automatically
deployed in major flares. This reduces the SXR response
relative to that of Fermi, which has no such attenuators. Similar
oscillations are observed in the derivative light curves of 94 and
335 Å AIA channels (Figure 8(b); the 131 Å channel saturates
during the impulsive phase), and this mass of observational
material makes it clear that large portions of the entire active-
region volume have been set into persistent and semi-regular
motions.

3. DISCUSSION

3.1. Energetics of the Event

Using instantaneous values for the EM and T derived from
GOES (Figure 6), we calculated the total thermal energy
content4 given by

Eth = 3kBT
√

EM × V , (1)

as well as its derivative with respect to time, which is the rate of
increase of the thermal energy. The radiative (Equation (2)) and
conductive (Equation (3)) loss rates are

Lrad = 6 × 10−22 EM
(

T

105

)1/2

(2)

and
Lcond = 4 × 10−6T 7/2L−1A, (3)

using standard formulae (e.g., Tandberg-Hanssen & Emslie
2009).

To estimate the volume in Equation (1), we obtained the
coronal source area at the 50% level of the RHESSI 10–20 keV
maps, in 46 intervals during the main impulsive phase, and
then took V = A

3/2
th . The average value ⟨V (t)⟩ was determined,

4 All formulae are quoted in CGS units.
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Figure 8. Oscillations of the flaring loop system, the vertical lines roughly
indicate the 60 s pulsations. (a) Normalized GOES time derivative, Fermi
GBM count rate at 54 keV, NoRP 9.4 GHz; (b) normalized time derivatives
of the spatially integrated AIA maps over the flaring region at 94 Å and 335 Å;
(c) time derivatives of the temperature and emission measure from GOES.
(A color version of this figure is available in the online journal.)

giving ⟨V (t)⟩ ! V = 1 × 1029 cm3. We use the radiative
loss rate calculation implemented in the solar software GOES
routines with parameters derived from the GOES observations.
For the conductive loss rate, we have to estimate the loop area
and length. The area is obtained by selecting footpoint sources
above 60% of maximum (to resolve individual footpoints) on the
RHESSI 25–45 keV map at the peak at 03:40:06 UT. This gives
A ≈ 4.5 × 1018 cm2. The lower limit to the loop length is L ≈
8×109 cm, estimated from the AIA 94 Å projected loop lengths.
The final values that we arrive at are Eth ≈ 0.9 × 1030 erg,
Lrad ≈ 7×1026 ergs−1, and Lcond ≈ 4×1028 erg s−1, averaged
over the peak (03:39:40–03:41:00 UT). During this interval, the
average net increase of thermal energy is ≈1.6 × 1028 erg s−1.
Using the value of the (dominant) conductive energy loss rate
implies that energy input must be ≈6 × 1028 erg s−1 during this
peak.

Considering now the energy budget of the main burst, the
thermal energy from GOES before the flare (set by the smaller
M-flares before the main event) is 7×1030 erg (at 03:38 UT) and
1.4 × 1031 erg after the HXR peak (at 03:48 UT), giving a net
increase of Enet ≈ 7 × 1030 erg. So, integrating the energy
losses by radiation and conduction over the 10 minutes of
the main burst (03:38–03:48 UT), we have 5 × 1029 erg and
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Figure 5. Spatial morphology of the flare at three time intervals: rise phase (first column), after the peak (second column), and in the decay phase of the second burst
(third column). (a)–(c) AIA 94 Å images overlaid with 1600 Å contours; (d)–(f) HXR 10–20 keV and 25–45 keV maps (integrated over 12 s) over 1600 Å ribbons;
(g)–(i) NoRH 17 GHz I and V contours over HMI magnetograms (scaled between −2000 and 2000 G).
(A color version of this figure is available in the online journal.)

release, into visible forms, with an implosion of the magnetic
structure that had contained that energy.

2.3. UV/EUV Ribbons and Coronal Loops

The ribbon/footpoint structures represent the site of the dom-
inant impulsive-phase energy release, and so their association
with the development of the coronal implosion provides a guide
to the mechanisms of energy transport and dissipation.

Figures 5(a)–(c) show the isocontours of EUV images taken
by SDO/AIA at 1600 Å that reveal two highly sheared ribbons,
almost orthogonal to each other, instead of the more usual quasi-

parallel configuration. The ribbons are located on opposite sides
of the PIL and extend along it. Several bright kernels flash along
the ribbons during the impulsive phase. The ribbons appear to
be connected by the coronal magnetic field, as seen in images
at the higher-temperature EUV wavelengths (Figures 5(a)–(c)).
The chromospheric ribbons (1600 Å) shift in position during the
flare, as the hot coronal loops (94 Å) expand, forming post-flare
hot loops which decrease somewhat in apparent shear, though
their final state is still highly sheared. These flaring coronal
loops connecting the two magnetic domains around the flare
can also be seen in the 171, 193, 211, and 335 Å images.
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Figure 1. Configuration of active region NOAA 11429 at 03:35 UT, before the
flaring activity, as seen by the SDO/AIA 171 Å filter, overlaid by contours of the
photospheric line-of-sight magnetic field by SDO/HMI at the same time (the
contour levels are indicated on the figure), with a well-defined polarity inversion
line (PIL). The white line indicates the slit taken to create the time–position
diagram (see Figure 2), and the arrows point to the four collapsing bundles of
loops (L1 to L4).

(An animation and a color version of this figure are available in the online
journal.)

2.2. Coronal Implosion

In Figure 1, we show the position of a visible set of loops
before the main impulsive phase of the flare. The group of
large-scale loops, as seen at 171 Å (also seen in 131, 193, and
211 Å) and rooted in strong-field parts of the flaring region,
rapidly contract during the impulsive phase of the flare. We can
identify at least four loops (or narrow bundles of loops) marked
L1 to L4, from greater to smaller distance from the active region
(AR) core. A slit 153 pixels long (≈92′′) and 3 pixels wide
(≈2′′) was taken across the group of contracting coronal loops
(see Figure 1) and the time evolution of the intensity in AIA

171 Å images at the four locations along this slit is plotted in
Figure 2(a). This time–position diagram shows the development
of the EUV features: a pre-flare quiet period revealing a slow
expansion of the EUV features, followed by a faster expansion
after the two smaller flares (M1.8 at 03:27 UT and M2.1 at
03:34 UT), and a main contraction phase which includes the
beginning of the oscillation phase. The three outer loops show
evident oscillations even as they contract, with distinct periods
and phases (Figure 2(b)). It is not possible to tell from the
data if the inner set L4 oscillates after the contraction. The
onset and duration of the intense EUV emission below 10 Mm
in Figure 2(b) agrees in time with the flare impulsive phase,
which continues (as shown by HXR and microwave emission,
as discussed later) throughout the main contraction of loops at all
heights. Each loop set seems to contract at a different projected
speed of approximately 90, 43, 107, and 29 km s−1 (for loops
L1 to L4; see Figure 2(b)). The L1 motion appears not only to be
related to the general contraction, but also to the CME launch:
a rapid expansion of the outer loops L1 prior to the time marked
“contraction phase” in Figure 2(a) is evident, and thereafter they
seemingly try to return to their original positions. Moreover, the
coronal dimming coinciding with the passage of the EUV wave
and CME launch is also clear.

The loops at different heights do not start to contract at the
same time, showing evident delays of 60–80 s. The difference
between initial and final projected heights of the loop sets are
13, 12, 20, and 6 Mm, from L1 to L4, respectively. Higher/
longer loops show longer periods of oscillation, and loops that
undergo greater displacements also contract faster, although a
relationship between projected height and contracting speeds
cannot be identified from these data.

The movie representations of the AIA images show a global
wave, roughly concentric with the core of the active region,
which we illustrate with the snapshot in Figure 3 at 171 Å (also
seen in 193 and 211 Å). The presence of a large-scale shock
disturbance, a reasonable interpretation of the EUV images, is
consistent with the reported occurrence of a meter-wave type II
burst in this event.

The onset of the contraction for loops L1 to L4 can be
reasonably well identified. As shown in Figure 4, it is clear that
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Figure 2. (a) Time–position diagrams for the slit in Figure 1, showing the pre-flare configuration, the quick expansion phase after the two preceding flares, and the
main collapse and oscillations phase. The coronal dimming after the passage of a EUV wave is clearly visible, as it is the expansion of the outer loop, which could be
related to the CME launch. (b) Same as the left-hand frame, zoomed in during the impulsive phase (white vertical dashed lines in the left frame), showing the average
speed of the initial implosion of four identified loops and the delay of the implosion onset with height.
(A color version of this figure is available in the online journal.)
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ABSTRACT

The nature of quasi-periodic pulsations (QPPs) in solar and stellar flares remains debated. Recent work has
shown that power-law-like Fourier power spectra are an intrinsic property of solar and stellar flare signals, a
property that many previous studies of this phenomenon have not accounted for. Hence a re-evaluation of the
existing interpretations and assumptions regarding QPPs is needed. We adopt a Bayesian method for investigating
this phenomenon, fully considering the Fourier power-law properties of flare signals. Using data from the
PROBA2/Large Yield Radiometer, Fermi/Gamma-ray Burst Monitor, Nobeyama Radioheliograph, and Yohkoh/
HXT instruments, we study a selection of flares from the literature identified as QPP events. Additionally, we
examine optical data from a recent stellar flare that appears to exhibit oscillatory properties. We find that, for all
but one event tested, an explicit oscillation is not required to explain the observations. Instead, the flare signals are
adequately described as a manifestation of a power law in the Fourier power spectrum. However, for the flare of
1998 May 8, strong evidence for an explicit oscillation with P ≈ 14–16 s is found in the 17 GHz radio data and
the 13–23 keV Yohkoh/HXT data. We conclude that, most likely, many previously analyzed events in the literature
may be similarly described by power laws in the flare Fourier power spectrum, without invoking a narrowband,
oscillatory component. Hence the prevalence of oscillatory signatures in solar and stellar flares may be less than
previously believed. The physical mechanism behind the appearance of the observed power laws is discussed.

Key words: stars: flare – stars: oscillations – Sun: corona – Sun: flares – Sun: oscillations – Sun: UV radiation –
Sun: X-rays, gamma-rays

1. INTRODUCTION

A common feature of solar flare emission is the appear-
ance of quasi-periodic pulsations (QPPs). Alternately known—
particularly in stellar and astrophysical contexts—as quasi-
periodic oscillations (QPOs), these phenomena have been
observed in a wide range of wavelengths over several decades
(see Nakariakov & Melnikov 2009, for a recent review). Al-
though not precisely defined in the literature, the term QPP is
most often used to describe variations in the flux from a flare or
other astrophysical object as a function of time, which appear
to include periodic components with characteristic timescales
ranging from one second up to several minutes, although shorter
(Tan & Tan 2012) and longer (Foullon et al. 2010) timescales
are sometimes studied. They are typically observed during the
impulsive phase of solar flares and have been observed over a
wide range of wavelengths, from radio waves and microwaves to
hard X-rays and gamma-rays. Similar signatures have also been
observed from stellar flares (e.g., Mathioudakis et al. 2006;
Kowalski et al. 2010). Since QPPs are directly linked to the
properties of the flare reconnection region and flare accelera-
tion sites, a full description of QPPs remains crucial for our
understanding of solar flares.

There are two main theories that are currently being pursued
as possible mechanisms for generating QPPs (see Nakariakov
& Melnikov 2009), both of which assume the presence of a
periodic driver. These are that the observed flux variations
are driven either by (1) magnetohydrodynamic (MHD) wave

3 Physics Department, The Catholic University of America, Washington, DC
20664, USA
4 ADNET Systems Inc.

behavior in the corona and in flare sites, or are instead (2)
a result of a regime of periodic or bursty reconnection. As
a consequence, recent studies have focused on the assumed
periodic nature of QPPs; such studies are usually motivated
by the concept of searching for a periodic signal obscured by
random noise and long-term trends in the flare signal.

However, it has recently become clear (e.g., Gruber et al.
2011; Vaughan 2010) that flare time series are often dominated
by a power law in the Fourier domain, rather than random white
noise. In an astrophysical context this is often referred to as
“red noise.” Objects that are known to exhibit time series with
power-law-like behavior in the Fourier power spectrum include
XMM-Newton observations of Seyfert galaxies (Vaughan 2005,
2010), gamma-ray bursts (Cenko et al. 2010), active galactic
nuclei (McHardy et al. 2006), and magnetars (Huppenkothen
et al. 2013). The Fourier power spectra of all of these objects are
well-described using power-law models with a negative slope,
i.e., P (f ) ≈ f −α for α ! 0 where f is frequency. Strictly
speaking, “red noise” refers to a specific slope of the Fourier
power-law spectrum, α = 2, however, the term is often more
loosely used to refer to any power-law-dominated Fourier power
spectrum where α ! 0. The term “noise” in this context is also
something of a misnomer; the observed emission is not noise in
the conventional sense of detector noise or measurement error.
Rather, the power-law shape of the Fourier power spectrum is
an intrinsic property of the physical system and must, therefore,
be taken into account when examining for other effects such
as oscillations.

That solar flares exhibit Fourier power-law-like properties
has in fact been known for some time (e.g., Ryabov et al. 1997;
Aschwanden et al. 1998; Schwarz et al. 1998). Such proper-
ties are clearly present in the Fourier power spectra of RHESSI
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search of 44 short GRBs with Fermi/GBM, Swift/BAT and BATSE

none found, but useful upper limits!
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Figure 3. Distribution of the minimum detectable pulsation amplitude normal-
ized to the peak in the canonical PDS search. Two cases are shown: fixed time
(solid) and 5σ (shaded) intervals. They refer to the 10–30 Hz frequency range.
(A color version of this figure is available in the online journal.)

priori. Further details on how the synthetic light curves were
generated and on the calibration of this technique are given in
the Appendix. Hereafter, we refer to this search as the stretched
PDS search.

4. RESULTS

The canonical search identified just a couple of SGRBs with
power exceeding the 2σ threshold (Gaussian units) in one
frequency bin each. The chance probability of a 2σ fluctuation
occurring within a given PDS is 4.5%. Out of 44 different
PDS, the expected number of >2σ fluctuations is 1.98, i.e.,
in agreement with the observed number of two cases. Hence, no
evidence for the presence of periodic or quasi-periodic signals
was found. In the absence of detection, we derived, for each
GRB, a 2σ upper limit to the fractional amplitude averaged out
over the frequency range of interest, i.e., from 10 to 30 Hz. The
amplitude is normalized to the peak count rate of each SGRB.
The average minimum detectable amplitude depends on the time
interval the PDS is calculated: it clusters around 3% (17%) of
the peak for the fixed (5σ ) time interval (Figure 3).

Likewise, we did not find any evidence for the quasi-periodic
signals in the stretched PDS search. However, as the calibration
on synthetic curves has shown, we could obtain useful upper
limits on the pulsational amplitude for the four, five, and five
SGRBs with the highest S/N detected by Fermi, Swift, and the
CGRO, respectively. This reduced sensitivity with respect to the
canonical search is a consequence of the low number of expected
cycles coupled with the statistical quality of the data. Figure 4
shows the 2σ upper limits on the fractional amplitude for a
modulation with an increasing precession period superimposed
on the overall profile of each SGRB as in Equation (3) as a
function of S/N for these 14 events. With reference to the
short/intermediate classification provided in Section 2.2, 7 out
of these 14 GRBs are T-SGRBs, while 4 are L-SGRBs and 3 are
P-IGRBs. As shown in Figure 4, even if we neglect the P-IGRB
group, our results do not change in essence, although the reduced
number of events demands caution in generalizing them to larger
samples of GRBs. The burst with the highest S/N and most
stringent upper limit on its fractional amplitude corresponds to
GRB 120323A detected with Fermi/GBM. It is a P-IGRB, so the
probability of it being a misclassified intermediate GRB is non-
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Figure 4. Minimum detectable fractional amplitude for an increasing precession
period for 14 SGRBs, as determined from simulations in the stretched PDS
search. The same symbols as in Figure 1 are used.
(A color version of this figure is available in the online journal.)
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negligible. Still, it is worth noting that it has a 78% probability
of not being a genuine SGRB and a mere 22% chance of being
an intermediate GRB.

Although the quasi-periodic oscillation (QPO) search has
given negative results, an interesting product of the canon-
ical search is the continuum properties for an ensemble of
bright SGRBs, which is studied here for the first time. Fig-
ure 5 shows the distribution of the power-law indices for
both the pl and the bpl models, upon selection of the most
accurately measured values (|σ (α)| < 0.5). A comparison
with analogous results obtained for a sample of long Fermi/
GBM GRBs (S. Dichiara et al. in preparation) shows no
outstanding difference in the power-law index distribution
between short and long GRBs. However, the small num-
ber of SGRBs lacks the sensitivity required to reveal fine
differences.

For the SGRBs whose PDSs are best fit with a broken power
law, the break frequency is mostly connected to the overall
duration of the main spike, whose timescale is predominant in
the total PDSs of SGRBs.
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Table 1
Recent Hα EW (Error ±0.5) and V Magnitudes

MJD Hα EW V mag Error Telescope

55060.50 8.900 0.05 OAO
55082.00 −20.7 LT
55083.00 −21.3 LT
55084.50 −21.6 LT
55087.00 −21.5 LT
55087.50 −21.0 LT
55091.00 −21.0 LT
55115.50 9.120 0.01 OSN
55116.50 9.110 0.01 OSN
55117.50 9.100 0.01 OSN
55127.88 −24.70 NAOC
55128.50 9.150 0.01 OSN
55128.84 −24.82 NAOC
55129.50 9.140 0.01 OSN
55129.83 −24.38 NAOC
55130.82 −25.58 NAOC
55131.50 9.150 0.01 OSN
55132.85 −25.02 NAOC
55133.82 −25.86 NAOC
55145.00 −23.6 LT
55147.00 −23.5 LT
55150.00 −23.6 LT
55154.00 −24.6 LT
55158.00 −24.7 LT
55162.00 −24.0 LT
55166.00 −24.5 LT
55168.00 −23.9 LT
55171.00 −23.4 LT
55175.00 −23.3 LT
55176.81 −23.14 NAOC
55191.00 −23.6 LT
55196.00 −23.7 LT
55199.00 −24.2 LT
55203.00 −23.8 LT
55208.00 −23.5 LT
55211.00 −23.2 LT
55213.00 −21.9 LT
55214.50 9.230 0.01 OSN
55218.00 −22.2 LT
55220.00 −22.6 LT
55223.90 −23.0 LT
55309.00 −22.0 LT
55309.90 −22.0 LT
55487.00 −11.0 OSN
55494.00 −11.8 LT
55495.10 −11.8 LT
55496.10 −12.1 LT
55499.20 −11.9 LT
55502.10 −10.4 LT
55505.10 −10.3 LT
55508.20 −10.7 LT
55513.10 −11.5 LT
55516.00 −12.1 LT
55517.10 −12.3 LT
55520.20 −12.4 LT
55523.10 −11.1 LT
55542.42 9.269 0.02 OSN
55544.00 −10.5 LT
55545.10 −10.5 LT
55545.52 9.285 0.02 OSN
55546.44 9.293 0.02 OSN
55554.20 −11.3 LT
55564.00 −10.2 LT
55565.10 −10.2 LT
55572.90 −9.3 LT

Table 1
(Continued)

MJD Hα EW V mag Error Telescope

55574.00 −9.2 LT
55574.00 −9.5 OSN
55574.90 −9.2 LT
55578.90 −10.1 LT
55580.00 −10.0 OSN
55580.10 −10.5 LT
55595.52 9.271 0.02 OSN
55599.46 9.272 0.02 OSN
55600.48 9.266 0.02 OSN
55601.45 9.269 0.02 OSN
55602.44 9.276 0.02 OSN
55603.51 9.268 0.02 OSN
55604.44 9.263 0.02 OSN
55605.43 9.265 0.02 OSN
55608.90 −10.0 LT
55610.90 −11.0 LT
55614.90 −12.0 LT
55622.90 −10.8 LT
55664.90 −9.2 LT
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Figure 6. QPO centered at 62 mHz from a GBM observation on 2009 December
11 in three energy bands. We can clearly see that this QPO is stronger in the
50–100 keV band but not detected in 12–25 keV range. Dotted lines denote
pulse harmonics. The daily mean pulse profile was subtracted from the data
before power spectra was made.

During these latter two outbursts the energy dependence of the
pulse profile is in line with that observed, e.g., in the 1994 giant
outburst by BATSE (Bildsten et al. 1997), i.e., two peaks of
approximately same strength at lower energies with the second
decreasing with increasing energy (see Figure 8).

In the top panel of Figure 9, we show a three-dimensional
pulse profile evolution with time and intensity for the 2009
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Figure 6. QPO centered at 62 mHz from a GBM observation on 2009 December
11 in three energy bands. We can clearly see that this QPO is stronger in the
50–100 keV band but not detected in 12–25 keV range. Dotted lines denote
pulse harmonics. The daily mean pulse profile was subtracted from the data
before power spectra was made.

During these latter two outbursts the energy dependence of the
pulse profile is in line with that observed, e.g., in the 1994 giant
outburst by BATSE (Bildsten et al. 1997), i.e., two peaks of
approximately same strength at lower energies with the second
decreasing with increasing energy (see Figure 8).

In the top panel of Figure 9, we show a three-dimensional
pulse profile evolution with time and intensity for the 2009
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Table 1
Recent Hα EW (Error ±0.5) and V Magnitudes

MJD Hα EW V mag Error Telescope

55060.50 8.900 0.05 OAO
55082.00 −20.7 LT
55083.00 −21.3 LT
55084.50 −21.6 LT
55087.00 −21.5 LT
55087.50 −21.0 LT
55091.00 −21.0 LT
55115.50 9.120 0.01 OSN
55116.50 9.110 0.01 OSN
55117.50 9.100 0.01 OSN
55127.88 −24.70 NAOC
55128.50 9.150 0.01 OSN
55128.84 −24.82 NAOC
55129.50 9.140 0.01 OSN
55129.83 −24.38 NAOC
55130.82 −25.58 NAOC
55131.50 9.150 0.01 OSN
55132.85 −25.02 NAOC
55133.82 −25.86 NAOC
55145.00 −23.6 LT
55147.00 −23.5 LT
55150.00 −23.6 LT
55154.00 −24.6 LT
55158.00 −24.7 LT
55162.00 −24.0 LT
55166.00 −24.5 LT
55168.00 −23.9 LT
55171.00 −23.4 LT
55175.00 −23.3 LT
55176.81 −23.14 NAOC
55191.00 −23.6 LT
55196.00 −23.7 LT
55199.00 −24.2 LT
55203.00 −23.8 LT
55208.00 −23.5 LT
55211.00 −23.2 LT
55213.00 −21.9 LT
55214.50 9.230 0.01 OSN
55218.00 −22.2 LT
55220.00 −22.6 LT
55223.90 −23.0 LT
55309.00 −22.0 LT
55309.90 −22.0 LT
55487.00 −11.0 OSN
55494.00 −11.8 LT
55495.10 −11.8 LT
55496.10 −12.1 LT
55499.20 −11.9 LT
55502.10 −10.4 LT
55505.10 −10.3 LT
55508.20 −10.7 LT
55513.10 −11.5 LT
55516.00 −12.1 LT
55517.10 −12.3 LT
55520.20 −12.4 LT
55523.10 −11.1 LT
55542.42 9.269 0.02 OSN
55544.00 −10.5 LT
55545.10 −10.5 LT
55545.52 9.285 0.02 OSN
55546.44 9.293 0.02 OSN
55554.20 −11.3 LT
55564.00 −10.2 LT
55565.10 −10.2 LT
55572.90 −9.3 LT

Table 1
(Continued)

MJD Hα EW V mag Error Telescope

55574.00 −9.2 LT
55574.00 −9.5 OSN
55574.90 −9.2 LT
55578.90 −10.1 LT
55580.00 −10.0 OSN
55580.10 −10.5 LT
55595.52 9.271 0.02 OSN
55599.46 9.272 0.02 OSN
55600.48 9.266 0.02 OSN
55601.45 9.269 0.02 OSN
55602.44 9.276 0.02 OSN
55603.51 9.268 0.02 OSN
55604.44 9.263 0.02 OSN
55605.43 9.265 0.02 OSN
55608.90 −10.0 LT
55610.90 −11.0 LT
55614.90 −12.0 LT
55622.90 −10.8 LT
55664.90 −9.2 LT
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Figure 6. QPO centered at 62 mHz from a GBM observation on 2009 December
11 in three energy bands. We can clearly see that this QPO is stronger in the
50–100 keV band but not detected in 12–25 keV range. Dotted lines denote
pulse harmonics. The daily mean pulse profile was subtracted from the data
before power spectra was made.

During these latter two outbursts the energy dependence of the
pulse profile is in line with that observed, e.g., in the 1994 giant
outburst by BATSE (Bildsten et al. 1997), i.e., two peaks of
approximately same strength at lower energies with the second
decreasing with increasing energy (see Figure 8).

In the top panel of Figure 9, we show a three-dimensional
pulse profile evolution with time and intensity for the 2009

8

Camero-Arranz et al (2012)

Huppenkothen et al (in prep)

18 mHz 18 mHz



X-ray Binaries:  A 0535+26 and V404 Cygni

the canonical QPO sources!

only two sources with Fermi/GBM QPO detections?

The Astrophysical Journal, 754:20 (16pp), 2012 July 20 Camero-Arranz et al.

Table 1
Recent Hα EW (Error ±0.5) and V Magnitudes

MJD Hα EW V mag Error Telescope

55060.50 8.900 0.05 OAO
55082.00 −20.7 LT
55083.00 −21.3 LT
55084.50 −21.6 LT
55087.00 −21.5 LT
55087.50 −21.0 LT
55091.00 −21.0 LT
55115.50 9.120 0.01 OSN
55116.50 9.110 0.01 OSN
55117.50 9.100 0.01 OSN
55127.88 −24.70 NAOC
55128.50 9.150 0.01 OSN
55128.84 −24.82 NAOC
55129.50 9.140 0.01 OSN
55129.83 −24.38 NAOC
55130.82 −25.58 NAOC
55131.50 9.150 0.01 OSN
55132.85 −25.02 NAOC
55133.82 −25.86 NAOC
55145.00 −23.6 LT
55147.00 −23.5 LT
55150.00 −23.6 LT
55154.00 −24.6 LT
55158.00 −24.7 LT
55162.00 −24.0 LT
55166.00 −24.5 LT
55168.00 −23.9 LT
55171.00 −23.4 LT
55175.00 −23.3 LT
55176.81 −23.14 NAOC
55191.00 −23.6 LT
55196.00 −23.7 LT
55199.00 −24.2 LT
55203.00 −23.8 LT
55208.00 −23.5 LT
55211.00 −23.2 LT
55213.00 −21.9 LT
55214.50 9.230 0.01 OSN
55218.00 −22.2 LT
55220.00 −22.6 LT
55223.90 −23.0 LT
55309.00 −22.0 LT
55309.90 −22.0 LT
55487.00 −11.0 OSN
55494.00 −11.8 LT
55495.10 −11.8 LT
55496.10 −12.1 LT
55499.20 −11.9 LT
55502.10 −10.4 LT
55505.10 −10.3 LT
55508.20 −10.7 LT
55513.10 −11.5 LT
55516.00 −12.1 LT
55517.10 −12.3 LT
55520.20 −12.4 LT
55523.10 −11.1 LT
55542.42 9.269 0.02 OSN
55544.00 −10.5 LT
55545.10 −10.5 LT
55545.52 9.285 0.02 OSN
55546.44 9.293 0.02 OSN
55554.20 −11.3 LT
55564.00 −10.2 LT
55565.10 −10.2 LT
55572.90 −9.3 LT

Table 1
(Continued)

MJD Hα EW V mag Error Telescope

55574.00 −9.2 LT
55574.00 −9.5 OSN
55574.90 −9.2 LT
55578.90 −10.1 LT
55580.00 −10.0 OSN
55580.10 −10.5 LT
55595.52 9.271 0.02 OSN
55599.46 9.272 0.02 OSN
55600.48 9.266 0.02 OSN
55601.45 9.269 0.02 OSN
55602.44 9.276 0.02 OSN
55603.51 9.268 0.02 OSN
55604.44 9.263 0.02 OSN
55605.43 9.265 0.02 OSN
55608.90 −10.0 LT
55610.90 −11.0 LT
55614.90 −12.0 LT
55622.90 −10.8 LT
55664.90 −9.2 LT

  
0

2

4

6

8

10

12
12-25 keV

  
0

10

20

30

40
25-50 keV

0.01 0.10
Frequency (Hz)

0

20

40

60

80

100
50-100 keV

Po
w

er
 • 

Fr
eq

ue
nc

y 
(1

0-3
 [r

m
s/

m
ea

n]
2 )

Figure 6. QPO centered at 62 mHz from a GBM observation on 2009 December
11 in three energy bands. We can clearly see that this QPO is stronger in the
50–100 keV band but not detected in 12–25 keV range. Dotted lines denote
pulse harmonics. The daily mean pulse profile was subtracted from the data
before power spectra was made.

During these latter two outbursts the energy dependence of the
pulse profile is in line with that observed, e.g., in the 1994 giant
outburst by BATSE (Bildsten et al. 1997), i.e., two peaks of
approximately same strength at lower energies with the second
decreasing with increasing energy (see Figure 8).

In the top panel of Figure 9, we show a three-dimensional
pulse profile evolution with time and intensity for the 2009
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Magnetars

QPOs seen in giant flares: believed to be neutron star quakes

constrain neutron star equation of state

only few giant flares: search short bursts

16 Palmer et al.
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Figure 1a: The SGR spike and tail light curve from the Burst Alert Telescope (BAT) on

Swift at measured energy >50 keV (64 ms bins). Although BAT was pointed 105◦ away

from the SGR at the time of the main spike, it recorded γ−rays above 60 keV passing

through and scattering within the spacecraft body and instrument shielding. As part of

a pre-planned observing schedule, Swift slewed to observe a different source shortly after

the main peak, reaching a steady pointing direction 61◦ from the SGR at 143 seconds. The

spacecraft re-orientation improved the detection efficiency of the SGR, visible as an apparent

(not intrinsic) rise in the light curve to a peak at 140 s. This is followed by a second slew to

67◦.

Palmer et al (2005)



Magnetars

only few giant flares: search short bursts

Huppenkothen et al (2014)

The Astrophysical Journal, 787:128 (13pp), 2014 June 1 Huppenkothen et al.

Figure 3. Periodograms (blue, upper panels), MAP fits of a broken power law
(orange), and data/model residuals (blue, lower panels) for the three triggers
with candidate detections. Significant signals listed in Table 1 are indicated with
black arrows.
(A color version of this figure is available in the online journal.)

are between 3% and 6% for the lowest frequencies and drop to
0.9%–1.7% at high frequencies. The differences in sensitivities
between triggers are due to a combination of number of averaged
bursts, number of averaged frequencies, and the average count
rates of bursts included.

4.3. Broadband Variability

Magnetar bursts are a class of events with very diverse light
curves: they differ vastly in duration and peak count rates, but
also in overall burst shape (see Huppenkothen et al. 2013, for
examples of burst light curves). How exactly this variability is
produced is not well understood. Are all bursts a realization of
fundamentally the same process? Are there characteristic rise
or decay timescales? It is useful to characterize the variability
properties of a large sample, which may answer some of these
questions.

In the following, we give an overview of the broadband
variability observed in the whole sample of bursts. Out of 263
burst periodograms, 193 were adequately fit with a simple power
law plus a constant to account for the white-noise component;
the remaining 70 rejected the null hypothesis to p < 0.05, and
we thus adopted a broken power law for these periodograms.
Burst duration and burst fluence could influence whether a
simple power law or a broken power law fits the broadband
noise. For example, for dim bursts, variability observed in the
bright bursts may be hidden in the noise. In order to test this
idea, we plot the fluence and burst duration distributions for
bursts modeled with a power law and a broken power law in
Figure 4.

Burst duration (T90) shows only a marginal difference in
the T90 distribution (p = 4.6 × 10−4 for a two-sample
Kolmogorov–Smirnov (K-S) test). There is an appreciable
difference in fluence between the samples (two-sample K-S
test: p = 9.32 × 10−11): bursts with broken power-law power
spectra have higher fluence than bursts modeled with a simple
power law. Note that the threshold for rejecting the power-law
broadband model is not very high, p < 0.05. This is desirable
for the main objective of our analysis, the search for QPOs: if
the broadband noise is not adequately represented by the model,
then broadband features may be attributed to QPOs instead,
leading to false-positive detections. Setting a threshold of 5%
is a compromise between reliability of QPO detection at the
expense ofpotentially contaminating our sample of bursts fit
with a broken power law with bursts that are consistent with a
simple power law. In practice, this decreases the probability for
rejecting the null hypothesis when performing the K-S test: the
difference between the two distributions may be stronger than
we report here.

As well as studying the overall properties of bursts with dif-
ferent broadband noise models, we can also study the broadband
noise properties of the sample and see whether the noise prop-
erties change with fluence or burst duration. In Figure 5, we
show the distribution of power-law indices for the various com-
ponents. For the bursts modeled by a simple power law, the dis-
tribution of power-law indices varies between 1.5 and 4, with a
median at µγ = 2.42. The average low-frequency component of
the two-component broken power law is flatter than for a single
power law (µγ0 = 1.49), while the higher frequency component
is much steeper (µγ1 = 6.16). Note that for several bursts, the
second component is extremely steep. This may be caused by
the contamination of this sample with bursts that were incor-
rectly classified as too complex for the simple power law. In this
case, the second power-law index is often not well constrained
and tends to high values. In Figure 5, we also plot the break
frequency between the two components of the broken power
law for those burst periodograms for which the simple power
law was rejected. The distribution peaks around 100 Hz, below
which the power-law index is fairly flat. At higher frequencies,
it steepens considerably, as shown in panel 3 of Figure 5. The
distribution is fairly broad, with the bulk of burst periodograms
breaking between 30 Hz and 400 Hz.

We correlated the power-law indices with various burst
properties to see whether there is a systematic effect due to
burst duration or brightness, similarly to the reasoning for why
some bursts require a more complex model than a simple power
law. There is an indication of a correlation of the burst duration
with the power-law index γ for bursts modeled with a simple
power law (see Figure 6): shorter bursts seem to have slightly
steeper power-law indices. A Spearman rank coefficient yields
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Figure 1. Light curve (left) and periodogram (right) at two different frequency resolutions for a burst in TTE data of trigger 090122218. There is a feature at ∼20 Hz,
which can be explained by the superposition of two individual peaks, modeled with the skew-normal function of Equation (1). A second feature at ∼260 Hz is
significant (p < 0.0263) in the binned periodogram (in cyan on the same plot), but very broad, with a Q-value Q = ν/∆ν = 2.9. We added arrows to guide the eye.
(A color version of this figure is available in the online journal.)

We find that the signal at 20 Hz is easily reproduced by a
superposition of two skewed peaks with a separation of 0.04 s
and widths σ1 = 0.02 s and σ2 = 0.016 s. While the feature is
easily reproduced by two non-periodic functions, there are too
few cycles observed to make a strong statement about its nature
(see Huppenkothen et al. 2013, for a similar feature). However, it
cannot explain the highly significant signal at 260 Hz: the power
spectrum of the two skew-normal functions fitted to the data
turns over at lower frequencies and becomes negligible above
200 Hz. Beyond this frequency, there is very little power in this
model, and the power spectrum at higher frequencies should be
dominated by Poisson noise only. This implies that the QPO is
not easily reproduced by a burst envelope and is likely a separate
process producing variability at these frequencies. In order to
confirm this observation, we have fit the observed light curve
with both standard Gaussian profiles and Lorentzian profiles.
Both alternatives give results very similar to the one presented
above: a near-perfect fit to the low-frequency feature and a sharp
drop in power around 200 Hz.

The sensitivity limits for signal detection vary strongly from
burst to burst and with frequency, especially for the low-
frequency part of the periodogram, where the contamination by
broadband variability is strong. Below ∼100 Hz, sensitivities
range from ∼50% fractional rms amplitude at 30 Hz to ∼10%
fractional rms amplitude at 100 Hz. Above ∼150 Hz, the bursts
are almost all dominated by photon detector noise, and a QPO
should be the only source of non-white-noise variability in
this regime. Our method converges toward standard Fourier
methods in this frequency range. Instrumental effects such as
dead time can still be an issue; neither method is equipped to
deal with these effects without a large number of dedicated
simulations. Above 150 Hz, sensitivities are generally in the
range of 5%–10% fractional rms amplitude.

4.2. Averaged Periodograms

To increase sensitivity, we average the periodograms of a
number of bursts. This assumes that the short bursts always

excite the same star quakes, which has also been seen in giant
flares, where QPOs are detected to be present over many cycles.

4.2.1. Signal Grouped by Burst Duration

We sorted the bursts by duration (T90) into five groups:
<50 ms, 50–100 ms, 100–250 ms, 250–500 ms, and >500 ms.
To average periodograms, we picked the longest burst in each
group and extracted light curves of the same duration for
each burst in the sample, so that each periodogram would
have the same number of frequencies. We then averaged the
periodograms within a group to get the final periodogram.
Since we use light curves of equal duration within each
group, the shorter bursts in each group add noise into the
final averaged periodogram, which reduces the QPO detection
threshold somewhat. Limiting this effect is our main reason for
dividing the bursts into groups, so that we can search for QPOs
in the longest bursts without a strong noise component added
by including the shortest bursts in the same sample.

There are no QPOs detected in the first four averaged
periodograms. We report a candidate detection in the averaged
periodogram of the longest bursts (T90 > 0.5 s, Nbursts = 47;
see Figure 2 for the averaged periodogram). The strongest signal
with p < 2.5 × 10−3 occurs at 10 Hz, with a width of ∼5 Hz.
Note that 10 Hz corresponds to a timescale of 0.1 s, close to
the peak of the distribution of burst durations. However, we
cannot exclude that this feature is actually an artifact caused
by an inadequate characterization of the underlying power
spectrum. Another process, such as a doubly broken power law
or a combination of Lorentzians as often used in broadband
noise modeling of X-ray binaries, may represent the shape of
the power spectrum better, but requires more intricate model
selection criteria than implemented here.

4.2.2. Averaged Periodograms per Trigger

We also search for QPOs in trigger data sets with high-
resolution TTE data. Since data sets obtained with Fermi/GBM
from an individual trigger are roughly 330 s, we searched those
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Future Directions: better methods!

stationarity assumption of Fourier transform problematic

empirical models will get us only so far: need light curve models!

move QPO detection back into the time domain!



Future Directions: observations

Fermi/GBM is a great tool for monitoring + sample studies

CTTE data allows of contemporaneous studies at high time resolution 

with other instruments

CTTE data could be used more? 

spacecraft motion make timing on long timescales complex



Conclusions

Many high-energy sources have characteristic time scales that can 
be probed using high-resolution X-ray data

Fermi GBM’s triggers and CTTE data provide excellent data for 
timing studies at high time resolution

QPO detections in Fermi/GBM solar flares, magnetar bursts and X-
ray binaries have led to progress in understanding the underlying 
physical phenomena

Future progress includes methods + efficient use of CTTE data



Questions?


