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Early History of General Coordinates Network (GCN)

•Compton Gamma-Ray Observatory’s (CGRO) onboard recorder failed in 1992

•Need to downlink events as they occurred created an opportunity for realtime follow-up

•BAtse COordinates DIstribution NEtwork (BACODINE) was built to receive and distribute 

those alerts worldwide

•BACODINE provided new alert formats (phone, email, socket, and pager)

•New instruments and transient types led to the Gamma-ray Coordinates Network



There are two kinds of GCN data products:

•By and for machines

•Fixed, predefined format

•Schema specific to each notice type

•By and for humans (some 
automated)

•Freeform text (with established style)

•Citable (but not peer-reviewed)



Changing Scientific Landscape:
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GCN is constantly evolving to serve new transients, 

messengers, and observatories:


•Gravitational wave events (GW150914, GW170817)

•High-energy neutrinos (IC170922A)

•Tidal disruption events (Swift J1644+57)

•Magnetar giant flares (200415A) Fast Radio


Bursts



• Internet standards have led to new, better 
ways to serialize astronomy data (VOEvent, 
JSON, Avro, etc.)

•Encryption is necessary on the modern 

Internet (e.g. https)

• Industry has developed general time-series 

databases and streaming frameworks

•The Vera C. Rubin Observatory will use 

Apache Kafka to distribute transient alerts as 
its primary data product

•Many other experiments are following suit: 

Zwicky Transient Facility, LIGO/Virgo/KAGRA

Changing Technological Landscape

https://wiki.ivoa.net/twiki/bin/view/IVOA/IvoaVOEvent
https://avro.apache.org/
https://www.lsst.org/
https://www.lsst.org/scientists/alert-brokers
https://www.lsst.org/scientists/alert-brokers
https://arxiv.org/abs/1902.02227
https://emfollow.docs.ligo.org/


•GCN Classic provides 
three formats over three 
custom protocols

•GCN Classic over Kafka 

provides all three formats 
over one standard 
protocol: Apache Kafka

Introducing the New GCN: Built on Kafka

New GCN is built on standard protocol for streaming alerts: Apache Kafka  



Why to Switch to New GCN?



New GCN Website

at https://gcn.nasa.gov


•Updated look and feel

•More accessible, based on 
US Web Design System

•Single sign on with:

▪Email and password

▪Google

▪Facebook

▪LaunchPad (for NASA 

employees and affiliates)

https://gcn.nasa.gov/
https://designsystem.digital.gov/


•Browse and search our new archive.

•Manage your own email subscriptions.

•Enroll yourself and your colleagues to 

submit Circulars with arXiv-style peer 
endorsements.

•Submit Circulars with our new Web form, 

or continue to submit by email.

•Real-time integration with SAO/NASA 
Astrophysics Data Service (ADS)

https://gcn.nasa.gov/circulars
https://gcn.nasa.gov/circulars/new
https://ui.adsabs.harvard.edu/
https://ui.adsabs.harvard.edu/
https://ui.adsabs.harvard.edu/


GCN Classic Notices



•New Notices topics streamed by 
only GCN Kafka

•For step by step instructions: 

Notices > Producing 
•New Notices produced by only 

Unified Schema: IceCube, Swift-
BAT Guano are our first new Notices 
producers

•Notices format: JSON 
•Create your Kafka Topic

•Draft your Schema

Create New GCN Notices



New Notice Types: Unified schema and alert format
• JSON Core Schema with common core fields and consistent units

• Instrument/mission/observatory specific fields where needed

•https://github.com/nasa-gcn/gcn-schema

•New Producers: IceCube, Swift/BAT-GUANO, Einstein Probe

•BurstCube, SVOM, SGR and gamma-ray transients New Notices by IPN (soon)

JSON example of IceCube GW Follow-up Schema:

Schema Notice

https://github.com/nasa-gcn/gcn-schema


Create Mission Schema
•Fork & Set-up GitHub Repository:

•GCN Schema v3.0.0

•Design Your Schema

•See Sample code/Existing Examples

•Use Core Schema & Specific fields

•Validate & Submit Schema for Feedback

• Explore Schema-Browser for Schema 

definitions and examples

Notice

https://github.com/nasa-gcn/gcn-schema/tree/v1.0.0


GCN Circulars: Large Language Model application

Notice

Human-written, Flexible and 
Unstructured alerts


Difficult to parse with conventional 
methods


LLM trained for human-written text:


• Topic modeling, such as observation-
based cluster


• Information Extraction, such as Redshift



GCN Circulars: Topic Modeling for observation-type clustering

Notice

• BERT (Bidirectional Encoder Representations from Transformers) - Google AI

• BERT architecture based model “all-MiniLM-L6-v2” - fine-tuned for observational based clustering

• 5 Different type of observational cluster are extracted with BERTopic library

GCN Team et al (To be submitted)



GCN Circulars: Topic Modeling for observation-type clustering

Notice

• BERT (Bidirectional Encoder Representations from Transformers) - Google AI

• BERT architecture based model “all-MiniLM-L6-v2” - fine-tuned for observational based clustering

• 5 Different type of observational cluster are extracted with BERTopic library



Notice

Mistral-7B-Instruct-v0.2 

-Fine-tuned generative text-model 

-Trained on publicly available conversational 
data-search

-Prompt Tuning output parsing and RAG done 
with LangChain library

-Info: Redshift values, event names, instrument, 
redshift-type

-Accuracy measured on Swift GRB table is 98%

GCN Circulars: Information Extraction

GCN Team et al (To be submitted)



Thanks for listening! 
Web site: https://gcn.nasa.gov

This presentation: https://nasa-gcn.github.io/gcn-presentation/

https://gcn.nasa.gov/
https://nasa-gcn.github.io/gcn-presentation/


What is Kafka?

Kafka is widely used at NASA

•Existing Kafka applications at NASA include:

▪GCN (Goddard Space Flight Center)

▪Complex Event Processor - Deep Space Network (Jet Propulsion 

Laboratory)

▪Enterprise Business Information Services (Jet Propulsion Laboratory)

▪Federated Airspace Management Framework (Ames Research Center)


•All Federal agencies are using self-managed Kafka brokers, either Apache 
Kafka or Confluent Platform

•GCN is sponsoring FedRAMP authorization for Confluent Cloud to make it 

easy for NASA and other federal agencies to deploy Kafka software-as-a-
service

Apache Kafka is an open-source distributed event streaming 
platform used by thousands of companies for high-performance 
data pipelines, streaming analytics, data integration, and mission-
critical applications.

— from https://kafka.apache.org/

https://www.fedramp.gov/
https://www.confluent.io/confluent-cloud
https://kafka.apache.org/

